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Abstract

We study the existence and construction of Hanf normal forms for extensions
FO(Q) of first-order logic by some set Q of unary counting quantifiers Q ⊆ N.
A formula is in Hanf normal form if it is a Boolean combination of (i) formulas
describing the isomorphism type of a local neighbourhood around its free variables
and (ii) statements of the form “the number of witnesses y of ψ(y) belongs to
(Q+k)” where Q ∈ Q, k ∈ N, and ψ describes the isomorphism type of a local
neighbourhood around its unique free variable y.

We show that all formulas from FO(Q) permit a formula in Hanf normal
form that is equivalent on all structures of degree 6 d if, and only if, all counting
quantifiers from Q are ultimately periodic. Furthermore, for such sets Q of
ultimately periodic counting quantifiers, we present a worst-case optimal, 3-
fold exponential time algorithm which upon input of a degree bound d and an
FO(Q)-formula ϕ produces an according formula in Hanf normal form.

In particular, this yields an algorithmic version of Nurmonen’s extension of
Hanf’s theorem for first-order logic with modulo-counting quantifiers. As an
immediate consequence, we obtain that on finite structures of degree 6 d, model
checking of first-order logic with modulo-counting quantifiers and, in general,
first-order logic with ultimately periodic quantifiers, is fixed-parameter tractable.
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1. Introduction

Two elements of a given graph are indistinguishable by first-order formulas
whenever some automorphism maps the first to the second. More generally, if
the two elements have isomorphic neighbourhoods of radius 4q, then they cannot
be distinguished by first-order formulas of quantifier depth q. This and similar
phenomena are summarised under the slogan “first-order logic can only express
local properties” and formalised by the theorems by Hanf, by Gaifman, and by
Schwentick and Barthelmann [11, 6, 10, 23]. All these results give rise to normal
forms for first-order formulas. Hanf’s and Gaifman’s theorem have found various
applications in algorithms and complexity (cf., e.g., [15, 17]). In particular,
there are very general algorithmic meta-theorems stating that first-order model
checking is fixed-parameter tractable for various classes of structures [24, 8],
and that the results of first-order queries against various classes of databases
can be enumerated with constant delay after a linear-time preprocessing phase
[4, 14, 25]. In the context of such algorithms, questions about the efficiency of
the normal forms have recently attracted interest (cf. e.g., [3, 18, 2]).

Notions of locality have also been developed for extensions of first-order logic,
and they have found application in proving inexpressibility results for these logics
(cf., e.g., [13, 22, 17]). When restricting attention to classes of finite structures
of bounded degree, these locality notions also give rise to normal forms for the
respective logics. Let us focus on the particular case of Hanf-locality:

Hanf’s locality theorem for first-order logic implies that for every first-order
sentence ϕ over a relational signature σ, and for every degree bound d ∈ N,
there exists a first-order sentence ψ that is equivalent to ϕ on all σ-structures
of degree 6 d, such that ψ is a Boolean combination of statements of the form
“there are > k elements whose r-neighbourhood has isomorphism type τ”. Such
a sentence ψ is said to be in Hanf normal form. A worst-case optimal algorithm
for constructing ψ when given ϕ and d has been developed in [2].

In [22], Nurmonen extended Hanf’s locality theorem to the extension of
first-order logic by modulo-counting quantifiers Dp (for positive integers p),
where a formula of the form Dp y ψ(x, y) states that the number of witnesses y
for ψ(x, y) is divisible by p. As an easy consequence of Nurmonen’s theorem,
one obtains that for every sentence ϕ of first-order logic with modulo-counting
quantifiers, and for every degree bound d ∈ N there exists a first-order sentence
with modulo-counting quantifiers ψ that is equivalent to ϕ on all finite structures
of degree 6 d, such that ψ is a Boolean combination of statements of the form
“the number of elements whose r-neighbourhood has isomorphism type τ is
congruent k modulo p” and statements of the form “there are > k elements
whose r-neighbourhood has isomorphism type τ”. Again, we say that ψ is in
Hanf normal form.

For algorithmic applications, an effective procedure for computing ψ when
given ϕ and d would be highly desirable (cf., e.g., the use of Nurmonen’s theorem
in the full version of [21]). The proof of [22], however, does not lead to such
an effective procedure. The following two questions started the research whose
results are presented in this paper.
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(1) Is there an algorithmic version of Nurmonen’s result?

(2) For which classes of unary counting quantifiers does an analogue of Nur-
monen’s result hold?

Answering question (2), our first main result provides a precise characteri-
sation: A class Q of unary counting quantifiers permits “Hanf normal forms”
(analogous to the ones obtained from Nurmonen’s result) if, and only if, all
counting quantifiers in Q are ultimately periodic.

Answering question (1), our second main result provides an algorithm which,
when given a degree bound d and a formula ϕ of the extension of first-order
logic with ultimately periodic unary counting quantifiers, transforms ϕ into a
corresponding “Hanf normal form” which is equivalent to ϕ on all structures of
degree 6 d. This algorithm uses 3-fold exponential time for d > 3 and 2-fold
exponential time for d = 2, and is worst-case optimal in both cases. As an
easy application of our algorithm, we obtain that Seese’s [24] fixed-parameter
tractability result for the data complexity of first-order model checking (where
the degree serves as parameter) can be generalised to first-order logic with
ultimately periodic unary counting quantifiers.

The rest of the paper is structured as follows. Section 2 fixes basic notations
used throughout the paper. Section 3 gives precise statements of our two main
results and their consequence regarding fixed-parameter tractability of model
checking. Section 4 and Section 5 are devoted to the proof of the “only if”-
direction and the “if”-direction, respectively, of our characterisation of the sets
of unary counting quantifiers that permit Hanf normal forms. In Section 5, we
also provide a special case of our construction for plain first-order logic. I.e.,
we adapt the algorithm from [2] to our setting. Section 6 contains the runtime
analysis of our algorithm for transforming a given formula into Hanf normal
form. Section 7 shows how to use our algorithm to achieve fixed-parameter
tractability of the model checking problem for first-order logic with ultimately
periodic unary counting quantifiers. Section 8 provides matching lower bounds
for the construction of Hanf normal forms. Section 9 concludes the paper.

2. Preliminaries

2.1. Basic notations

We write P(S) to denote the power set of a set S. By N we denote the
set of non-negative integers, and by N>1 := N \ {0} we denote the set of all
positive integers. For all m,n ∈ N with m 6 n, we write [m,n] for the set
{i ∈ N : m 6 i 6 n}, and we let [m,n) := [m,n] \ {n}. By R>0 we denote the
set of non-negative reals. For a real number r > 0, we write log(r) to denote the
logarithm of r with respect to base 2.

For every function f : N → R>0, we write poly(f(n)) for the class of all
functions g : N→ R>0 for which there exists a number c > 0 such that g(n) 6
(f(n))c for all sufficiently large n ∈ N.
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A function f : N→ R>0 is at most k-fold exponential, for some k ∈ N, if we
have f(n) ∈ T (k, poly(n)), where T (0,m) := m and T (k+1,m) := 2T (k,m) for
all k,m > 0. I.e.,

f(n) ∈ 22
. .
.
2poly(n)

}
a tower of 2s of height k with poly(n) on top.

For a finite word w ∈ {0, 1}∗, we write |w| to denote the length of w. For
an ω-word w = w0w1w2 · · · ∈ {0, 1}ω and a number n ∈ N, we write w[n] to
denote the letter wn in w at position n. For numbers i, j ∈ N with i 6 j, we
write w[i, j] for the (finite) word wiwi+1 · · ·wj . Similarly, we write w(i, j] for
the (finite) word wi+1 · · ·wj . In particular, w(i, i] is the empty word ε, and
w(j−1, j] = w[j].

A finite word v is primitive if v ∈ u∗ for a word u implies that v = u. It
is well-known that every finite non-empty word w can be written as vn for
some primitive word v and some n > 1, and this primitive word v is uniquely
determined by w and is called the primitive root of w [19].

2.2. Structures and formulas

A signature σ is a finite set of relation symbols and constant symbols.
Associated with every relation symbol R is a positive integer ar(R) called the
arity of R. The size ||σ|| of a signature σ is the number of its constant symbols
plus the sum of the arities of its relation symbols. We call a signature relational if
it only contains relation symbols. A σ-structure A consists of a finite non-empty
set A called the universe of A, a relation RA ⊆ Aar(R) for each relation symbol
R ∈ σ, and an element cA ∈ A for each constant symbol c ∈ σ. Note that
according to these definitions, all signatures and all structures considered in this
paper are finite. To indicate that two σ-structures A and B are isomorphic, we
write A ∼= B.

We use the standard notation concerning first-order logic and extensions
thereof, cf. [5, 17]. By FO[σ] we denote the class of all first-order formulas of
signature σ. That is, FO[σ] is built from atomic formulas of the form x1=x2 and
R(x1, . . . , xar(R)), for R ∈ σ and variables or constant symbols x1, x2, . . . , xar(R),
and closed under Boolean connectives ¬,∨ and existential first-order quantifiers
∃x for any variable x.1 By FO we denote the union of all FO[σ] for arbitrary
signatures σ.

The size ||ϕ|| of an FO[σ]-formula is its length when viewed as a word over
the alphabet σ ∪ Var ∪ {, } ∪ {=,∃,¬,∨, (, )}, where Var is a countable set of
variable symbols.

The quantifier rank qr(ϕ) of an FO-formula ϕ is defined as the maximal
nesting depth of its quantifiers. By free(ϕ) we denote the set of all free variables
of ϕ. A sentence is a formula ϕ with free(ϕ) = ∅. We write ϕ(x), for x =
(x1, . . . , xn) with n > 0, to indicate that free(ϕ) is a subset of {x1, . . . , xn}.

1As usual, ∀x, ∧, →, ↔ will be used as abbreviations when constructing formulas.
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If A is a σ-structure and a = (a1, . . . , an) ∈ An, we write (A, a) |= ϕ(x) or
A |= ϕ[a] to indicate that the formula ϕ(x) is satisfied in A when interpreting
the free occurrences of the variables x1, . . . , xn with the elements a1, . . . , an.

Two formulas ϕ(x) and ψ(x) over a signature σ are equivalent on C (or,
C-equivalent, for short: ϕ ≡C ψ) for a class C of σ-structures, if for every A ∈ C
and a ∈ An, we have A |= ϕ[a] ⇐⇒ A |= ψ[a]. We call ϕ and ψ equivalent (for
short, ϕ ≡ ψ), if they are Cσ-equivalent for the class Cσ of all σ-structures.

2.3. Unary counting quantifiers
A unary counting quantifier (for short: quantifier) Q is a set of natural

numbers, i.e., Q ⊆ N. The characteristic sequence χQ of Q is the ω-word
w = w0w1w2 · · · ∈ {0, 1}ω where

for every i ∈ N, wi = 1 ⇐⇒ i ∈ Q .

Example 2.1. Since we only consider finite structures, the classical quantifier ∃
and the unary counting quantifier N>1 are equivalent. From now on, whenever
convenient, we will therefore identify the existential quantifier ∃ with the unary
counting quantifier N>1.

2.3.1. Extensions of first-order logic by unary counting quantifiers

For a set Q ⊆ P(N) of unary counting quantifiers, we write FO(Q)[σ] to
denote the extension of FO[σ] with the quantifiers from Q. That is, FO(Q)[σ]
is built according to the same rules as FO[σ], but is also closed under unary
counting quantifiers Qx for any variable x. By FO(Q) we denote the union of
all FO(Q)[σ] for arbitrary signatures σ.

If Q is a quantifier from Q and ϕ(x, y) is a formula from FO(Q)[σ], then

(A, a) |= Q y ϕ(x, y) ⇐⇒ |{ b ∈ A : A |= ϕ[a, b] }| ∈ Q .

for every σ-structure A and each interpretation a of the free variables x.
The quantifier rank qr(ϕ) of an FO(Q)-formula ϕ is defined as the maximal

nesting depth of all quantifiers.

Example 2.2. The formula ∃xQy E(x, y) (where Q ⊆ N is some quantifier)
has quantifier rank 2 and expresses that there exists a node whose out-degree
belongs to Q.

2.3.2. Displaced unary counting quantifiers

For a number k > 0, a quantifier Q ⊆ N and a formula ϕ(x, y), let
(Q+k) y ϕ(x, y) denote the formula

∃y1 · · · ∃yk

( ∧
16i<j6k

¬ yi=yj

∧ ∀y
( ∨

16i6k

y=yi → ϕ(x, y)
)

∧ Qy
(
ϕ(x, y) ∧

∧
16i6k

¬ y=yi

))
.
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For k = 0, this boils down to Q y ϕ(x, y). The formula (Q+k) y ϕ(x, y) expresses,
in a σ-structure A and for an interpretation a ∈ A|x| of the variables x, that the
number of elements b ∈ A with A |= ϕ[a, b] belongs to the set

(Q+k) := {n+k : n ∈ Q } .

For every k > 1, we abbreviate the formula (∃+(k−1)) y ϕ by the expression
∃>ky ϕ. Furthermore, we will write ∃=ky ϕ for the formula ∃>ky ϕ ∧ ¬∃>k+1y ϕ.
Note that the formulas ∃>ky ϕ and ∃=ky ϕ both have size in O(k2+||ϕ||) and
that, for an FO-formula ϕ, both expressions also denote FO-formulas.

The displacement of a formula ψ is the smallest number K > 0 such that for
every subformula of ψ of shape (Q+k) y ϕ with Q ⊆ N we have k 6 K.

The generalised quantifier rank gqr(ϕ) of a formula ψ discounts the quantifiers
introduced by subformulas of shape (Q+k) y ϕ. I.e., it is defined in the same way
as the quantifier rank as the maximal nesting depth of all quantifiers, with the
only exception that a formula ψ of shape (Q+k) y ϕ has generalised quantifier
rank gqr(ψ) = 1 + gqr(ϕ), whereas its quantifier rank is qr(ψ) = (k+1) + qr(ϕ).

2.4. Ultimately periodic quantifiers

A set Q ⊆ N is ultimately periodic (cf., e.g., [20]) if there exist numbers
p, n0 ∈ N with p > 1, such that

for all n > n0 we have n ∈ Q ⇐⇒ n+p ∈ Q . (1)

The period of Q is the minimal p > 1 for which statement (1) is true for some n0;
the number n0 is called an offset of Q.

We write U to denote the set of all ultimately periodic quantifiers.

Example 2.3. The existential quantifier ∃ = N>1 and the modulo-counting
quantifier Dp := { p ·m : m ∈ N }, for an arbitrary integer p > 1, are ultimately
periodic sets (with period 1 and offset 1 and with period p and offset 0, respec-
tively). It will be convenient to also allow the modulo-counting quantifier D1 = N
since then, ∃ = (D1+1) can be understood as a displaced modulo-counting quan-
tifier.

The following straightforward fact describes an ultimately periodic set in
terms of an ultimately periodic characteristic sequence.

Fact 2.4. For every Q ⊆ N, the following holds:

• If Q is ultimately periodic with period p and offset n0, then there are words
α ∈ {0, 1}∗ of length n0 and π ∈ {0, 1}+ of length p such that χQ = α · πω.
Furthermore, π is primitive.

• If χQ = α · πω for finite words α ∈ {0, 1}∗ and π ∈ {0, 1}+, then Q is
ultimately periodic, its period is the length of the primitive root of π, and
|α| is an offset.
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By Fact 2.4, we can represent an ultimately periodic set Q by the finite word
rep(Q) := α#π, where χQ = α · πω. To make this definition unambiguous, we
demand that p := |π| is the period of Q, and n0 := |α| is the smallest offset of Q
for p. The size ||Q|| of Q is defined as the length of rep(Q).

The size ||ϕ|| of an FO(U)[σ]-formula ϕ is its length when viewed as a word
over the alphabet σ∪Var∪{, }∪{=,∃,¬,∨, (, ), 0, 1,#}, where Var is a countable
set of variable symbols, and where each quantifier Q ∈ U is represented by the
word rep(Q).

It is the aim of this paper to study the locality of extensions FO(Q) of
FO by sets Q of unary counting quantifiers Q ⊆ N in the sense of Hanf’s
theorem [11, 6, 5]. To define the according locality notion for these logics, we
need a few more notations and concepts; these are introduced in the remainder
of this section.

2.5. Gaifman graph and bounded structures

Let A be a σ-structure. Its Gaifman graph GA is the undirected graph with
vertex set A and an edge between two distinct vertices a, b ∈ A iff there exists
R ∈ σ and a tuple (a1, . . . , aar(R)) ∈ RA such that a, b ∈ {a1, . . . , aar(R)}.

The degree of a σ-structure A is the degree of its Gaifman graph GA. A
σ-structure A is d-bounded, for a degree bound d > 0, if no node in GA has more
than d neighbours.

By Cσd we denote the class of all d-bounded σ-structures. Two formulas
ϕ and ψ over the signature σ are d-equivalent (for short, ϕ ≡d ψ) if they
are Cσd -equivalent.

The distance distA(a, b) between two elements a, b ∈ A is the minimal length
(i.e., the number of edges) of a path from a to b in GA (if no such path exists,
we set distA(a, b) =∞).

For every r > 0 and a ∈ A, the r-neighbourhood of a in A is the set

NAr (a) := { b ∈ A : distA(a, b) 6 r } .

For a tuple a = (a1, . . . , an) ∈ An of length n > 1, we write NAr (a) for the union
of the sets NAr (ai) for all i ∈ [1, n].

2.6. Types, spheres, and sphere-formulas

Let σ be a relational signature and let c1, c2, . . . be a sequence of pairwise
distinct constant symbols. For every r > 0 and n > 1, a type with n centres and
radius at most r (for short: r-type with n centres) is a structure τ = (A, a1, . . . , an)
over the signature σ∪{c1, . . . , cn}, whereA is a σ-structure and (a1, . . . , an) ∈ An
with A = NAr (a1, . . . , an). The elements a1, . . . , an are called the centres of τ .

For d, r > 0 and n > 1, we denote by T d,σr (n) a set of representatives of
the isomorphism classes of all d-bounded types with n centres, radius at most r,
and signature σ ∪ {c1, . . . , cn}. I.e., for every d-bounded type τ with n centres
and radius at most r over the signature σ ∪ {c1, . . . , cn}, there is precisely one
τ ′ ∈ T d,σr (n) with τ ∼= τ ′.
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Let m > 0 and let A be a structure of signature σ or of signature σ ∪
{c1, . . . , cm}. For every non-empty set B ⊆ A, we write A[B] to denote the
σ-reduct of the restriction of the structure A to the universe B ⊆ A. I.e.,
A[B] is the σ-structure with universe B, where for each relation symbol R ∈ σ,
RA[B] := RA ∩Bar(R). This structure A[B] is called the induced substructure of
A on B.

For each tuple a = (a1, . . . , an) ∈ An, the r-sphere of a in A is defined as
the r-type with n centres

NAr (a) := (A[NAr (a)], a)

over the signature σ ∪ {c1, . . . , cn}. We say that a realises the type τ in A if
NAr (a) ∼= τ .

It is straightforward to verify that for any d-bounded structure A, any node
a ∈ A, and any r ∈ N, we have

|NAr (a)| 6 νd(r) ,

for
νd(r) := 1 + d ·

∑
06i<r

(d− 1)i .

Observe that for all r > 0

ν0(r) = 1 ,

ν1(r) 6 2 ,

ν2(r) = 2r + 1 ,

and (d− 1)r 6 νd(r) 6 dr+1 for d > 3 .

In other words, νd is growing linearly for d 6 2 and exponentially for d > 2.
Note that for all d, r > 0 and n > 1, the universe of every type τ ∈ T d,σr (n)

contains at most n · νd(r) elements. Thus, given τ and r, one can construct a
sphere-formula sphτ (x), i.e., an FO[σ]-formula such that for every σ-structure A
and every tuple a ∈ An we have

A |= sphτ [a] ⇐⇒ NAr (a) ∼= τ .

The formula sphτ (x) can be constructed in time O(||σ||) if n · νd(r) = 1, and
otherwise in time (n · νd(r))O(||σ||).

3. Main results

In the following, we fix a relational signature σ and a set Q of unary counting
quantifiers. We generalise the classical notion of Hanf normal form (see, e.g., [2])
to the extension FO(Q) of first-order logic by unary counting quantifiers from Q.

A counting-formula from FO(Q)[σ] is a formula of the form

(Q+k) y sphτ (x, y) ,
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where Q ∈ Q ∪ {∃}, k ∈ N, and τ is an r-type with |x|+ 1 centres. A counting-
sentence is a counting-formula without free variables, i.e., with x the empty tuple.
We call r the locality radius of the counting-formula. The formula expresses
that the number of interpretations for y such that the r-sphere around x, y is
isomorphic to τ , belongs to the set (Q+k). I.e., for every σ-structure A and
every tuple a ∈ A|x|, we have

(A, a) |= (Q+k) y sphτ (x, y) ⇐⇒ |{ b ∈ A : NAr (a, b) ∼= τ }| ∈ (Q+k) .

An FO(Q)[σ]-formula ϕ(x) is said to be in Hanf normal form if it is a Boolean
combination2 of counting-sentences from FO(Q)[σ] and sphere-formulas from
FO[σ]. Accordingly, a sentence in Hanf normal form is a Boolean combination
of counting-sentences. We will speak of hnf-formulas and hnf-sentences when
we mean “formula in Hanf normal form” and “sentence in Hanf normal form”,
respectively. The locality radius of an hnf-formula is the maximum of the locality
radii of its counting-sentences and its sphere-formulas.

Remark 3.1. For sentences of first-order logic FO, the definition of Hanf normal
form in this paper coincides with the one from [2]. On the other hand, the
two notions of Hanf normal form handle free variables differently: While in [2]
hnf-formulas are allowed to contain counting-formulas with free variables, the
present paper’s definition handles free variables by sphere-formulas. This will
turn out as an advantage for model-checking algorithms (see Theorem 3.5 and
Section 7).

Definition 3.2. A set Q ⊆ P(N) of unary counting quantifiers permits Hanf
normal forms if for every relational signature σ and every degree bound d > 0,
every FO(Q)[σ]-formula is d-equivalent to an hnf-formula from FO(Q)[σ].

From Hanf’s [11, 6, 5] and Nurmonen’s theorems [22] it follows, that the
empty set, i.e., plain first-order logic, and every set {Dp} with p > 1, i.e.,
first-order logic extended by a modulo-counting quantifier, permit Hanf normal
forms.

Our first main result gives a precise characterisation of all the sets Q ⊆ P(N)
that permit Hanf normal forms.

Theorem 3.3. A set Q ⊆ P(N) of unary counting quantifiers permits Hanf
normal forms if, and only if, every quantifier Q ∈ Q is ultimately periodic.

The proof of the “only if”-direction of Theorem 3.3 can be found in Section 4.
There, we show that it already holds for a signature with a single unary predicate.

The proof of the “if”-direction of Theorem 3.3 can be found in Section 5;
the overall structure of the proof is as follows. Consider a formula ϕ ∈ FO(U).
In a first step, we transform ϕ into an equivalent formula from ϕ1 ∈ FO(D)
where D is a suitable set of modulo-counting quantifiers Dp. In a second step,

2Throughout this paper, whenever we speak of Boolean combinations, we mean finite
Boolean combinations.

9



this formula ϕ1 is transformed into a d-equivalent formula ϕ2 ∈ FO(D) in Hanf
normal form. This step can be viewed as a constructive and algorithmic version
of Nurmonen’s result [22]; the actual algorithm is an adaptation and non-trivial
extension of the algorithm from [2]. In a third (and final) step, the formula
ϕ2 ∈ FO(D) is translated into an equivalent one using at most the quantifiers
from ϕ and the quantifier ∃. It turns out that, since ϕ2 is in Hanf normal form,
also the final formula ϕ3 ∈ FO(U) is in Hanf normal form.

While the “if”-direction of Theorem 3.3 only asserts the existence of d-
equivalent hnf-formulas, its proof demonstrates their computability. Our second
main result concerns the runtime of this algorithm.

Theorem 3.4. There is an algorithm which receives as input a degree bound
d > 2, a relational signature σ, and a formula ϕ ∈ FO(U)[σ] and constructs a
d-equivalent hnf-formula ψ ∈ FO(U)[σ]. This hnf-formula ψ uses at most the
quantifiers from ϕ and the quantifier ∃, and it has locality radius 6 4qr(ϕ) and
displacement in

2poly(||ϕ||) for d = 2, and d2
O(||ϕ||)

for d > 3.

If ||σ|| 6 ||ϕ||, the algorithm runs in time

22
poly(||ϕ||)

for d = 2, and 2d
2O(||ϕ||)

for d > 3.

The proof of Theorem 3.4 can be found in Section 6. A 3-fold exponential
lower bound from [2] shows that for d = 3 our algorithm is worst-case optimal,
even for the special case of plain first-order logic. In Section 8, we generalise
this lower bound proof to arbitrary d > 3 and adapt it to also obtain a matching
2-fold exponential lower bound for d = 2.

As an easy application of Theorem 3.4, we obtain that Seese’s [24] fixed-
parameter tractability result for first-order model checking can be generalised to
first-order logic with ultimately periodic unary counting quantifiers. Precisely,
we obtain the following, where ||A|| denotes the size of a reasonable encoding of
a σ-structure A (as defined, e.g., in [7]).

Theorem 3.5. There is an algorithm which receives as input

• a formula ϕ(x) ∈ FO(U),

• a finite σ-structure A (where σ consists of precisely the relation symbols
that occur in ϕ), and a tuple a ∈ A|x|,

and decides whether A |= ϕ[a].
If d > 2 is a bound on the degree of A, then the algorithm runs in time

22
poly(||ϕ||)

· ||A|| for d = 2, and 2d
2O(||ϕ||)

· ||A|| for d > 3.

A proof of Theorem 3.5 can be found in Section 7. Note that the lower bounds
for plain first-order logic provided in [9] imply (under the complexity theoretic
assumption FPT 6= AW[∗]) that this model checking algorithm is worst-case
optimal.
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4. Only ultimately periodic quantifiers permit Hanf normal forms

In this section, we will prove the “only if”-direction of Theorem 3.3. More
precisely, we will provide, for every non-ultimately periodic quantifier S a formula
that is not d-equivalent to any hnf-formula from FO(P(N)). For this, it suffices
to consider a signature consisting of a single unary relation symbol. Technically,
we show the following lemma.

Lemma 4.1. Let σP := {P} be the signature where P is a unary relation symbol.
Let S ⊆ N be a unary counting quantifier that is not ultimately periodic.

Then, there is no hnf-sentence δ ∈ FO(P(N))[σP ], such that

A |= δ ⇐⇒ |A| ∈ S

holds for all σP -structures A.

Proof. Let δ be an hnf-sentence from FO(P(N))[σP ]. We will show that δ does
not expresses “|A| ∈ S”.

Since P is unary, the universe of any r-type with one centre is a singleton.
Consequently, P (y) and ¬P (y) are the only formulas sphτ (y) of signature σP ,
where τ is a type with one centre. Hence, there is a finite set Q′ ⊆ P(N) and a
natural number k > 1 such that δ is a Boolean combination of counting-sentences
of the form

(Q+`)y P (y) or (Q+`)y ¬P (y) ,

where Q ∈ Q′ and ` ∈ [0, k).
Let Q1,Q2, . . . ,Qn with n > 1 be a list of all Q ∈ Q′. For each a ∈ N with

a > k consider the word wa of length k · n defined as the concatenation of the
bitstrings χQi(a−k, a] for i ∈ [1, n], i.e.,

wa := χQ1
(a−k, a] χQ2

(a−k, a] · · · χQn(a−k, a] .

Since there is only a finite number of bitstrings of length k · n, there are natural
numbers b > a > k such that wa = wb, i.e.,

χQi(a−k, a] = χQi(b−k, b] (2)

for all i ∈ [1, n].
If, for all c > 0, we have a+c ∈ S ⇐⇒ b+c ∈ S, then S is ultimately periodic

(with period dividing b−a and offset a). Since this is not the case, there is a
natural number c > 0 such that

a+ c ∈ S ⇐⇒ b+ c 6∈ S . (3)

Now consider σP -structures A and B with |A| = a+c, |B| = b+c, and
|PA| = |PB| = c. By (3), we have

|A| ∈ S ⇐⇒ |B| 6∈ S . (4)

11



Nevertheless, A and B cannot be distinguished by any of the counting-sentences
that occur in δ: to verify this, let Q ∈ Q′, let ` ∈ [0, k), and consider the
counting-sentences (Q+`) y P (y) and (Q+`) y ¬P (y).

For the counting-sentence (Q+`) y P (y), we have

A |= (Q+`) y P (y)

⇐⇒ |PA| ∈ (Q+`)

⇐⇒ |PB| ∈ (Q+`) (since |PA| = |PB|)
⇐⇒ B |= (Q+`) y P (y) .

For the counting-sentence (Q+`) y ¬P (y), we have

A |= (Q+`) y ¬P (y)

⇐⇒ |A \ PA| ∈ (Q+`)

⇐⇒ a− ` ∈ Q (since |A \ PA| = a)

⇐⇒ b− ` ∈ Q (by (2))

⇐⇒ |B \ PB| ∈ (Q+`) (since |B \ PB| = b)

⇐⇒ B |= (Q+`) y ¬P (y) .

In summary, the structures A and B satisfy the same counting-sentences that
occur in δ. As δ is a Boolean combination of these counting-sentences, we obtain

A |= δ ⇐⇒ B |= δ .

Thus, it follows from (4) that δ does not expresses “|A| ∈ S”. This completes
the proof of Lemma 4.1.

The “only if”-direction of Theorem 3.3 is an immediate consequence:

Proof of Theorem 3.3, “only if”-direction.
Let σP be the signature from Lemma 4.1. Since σP only contains a unary
relation symbol, every σP -structure has degree 0.

Let Q ⊆ P(N) be a set of unary counting quantifiers that contains a quan-
tifier S which is not ultimately periodic. The FO(Q)[σP ]-sentence S y y=y
expresses that “|A| ∈ S”. By Lemma 4.1 there is no hnf-sentence in FO(Q)[σP ]
that is d-equivalent to this sentence (for any degree bound d > 0).

5. Constructing Hanf normal forms

The aim of this section is to prove the “if”-direction of Theorem 3.3. In other
words, we will show that every set Q ⊆ P(N) of ultimately periodic quantifiers
permits Hanf normal forms.

Throughout this section, we will use the following notation. We fix a set
Q ⊆ P(N) of ultimately periodic quantifiers, and we let D be the set

D := {Dp : p > 1 and there is a Q ∈ Q with period p } .

12



Let > be a fixed tautological hnf-sentence from FO[σ]; e.g., we can choose
> := ∃y sphτ (y) ∨ ¬∃y sphτ (y) where τ is an arbitrary, fixed type of radius 0
with one centre. Note that the locality radius and the displacement of > are
both 0. Since the formula > depends on the signature σ, its size is in O(||σ||)
(and we should write >σ, but we avoid this complication of notation). We let
⊥ := ¬> be the corresponding unsatisfiable sentence in Hanf normal form.

To prove the “if”-direction of Theorem 3.3, we will construct a d-equivalent
hnf-formula from an arbitrary formula ϕ ∈ FO(Q)[σ]. This construction will
proceed in three steps:

Step (1): We first transform ϕ into an equivalent formula from FO(D)[σ], i.e.,
into a formula that uses modulo-counting quantifiers from D instead
of the ultimately periodic quantifiers from Q (cf. Proposition 5.1).

Step (2): Generalising the proof from [2], we then construct a d-equivalent hnf-
formula from FO(D)[σ]. This step can be understood as an algorithmic
version of Nurmonen’s proof (cf. Proposition 5.7).

Step (3): Finally, the hnf-formula from FO(D)[σ] is translated into a d-equivalent
hnf-formula from FO(Q)[σ] (cf. Proposition 5.9).

5.1. Carrying out Step (1): From FO(Q) to FO(D)
For a formula ϕ ∈ FO(Q), let w(ϕ) := 1 if ϕ is quantifier-free; and otherwise

let w(ϕ) := max{||Q||+ k : the displaced quantifier (Q+k) appears in ϕ} .
Proposition 5.1. For all relational signatures σ and formulas ϕ ∈ FO(Q)[σ],
there exists an equivalent formula ψ ∈ FO(D)[σ].

Let q be the generalised quantifier rank of ϕ. Then ψ has displacement 6 w(ϕ)
and generalised quantifier rank q.

Furthermore, ψ can be computed from σ and ϕ in time

||ϕ|| · w(ϕ)O(q) .

Proof of the first two claims. 3

This proof proceeds by a straightforward induction on the shape of the input
formula. The only interesting case is a subformula of the form (Q+k) y ϕ with
Q ∈ Q. This case is handled as follows:

Let n0 and p be the smallest offset and the period of Q, respectively, and let
Q′ := (Q+k). By definition, Q′ is ultimately periodic with period p and offset
n′0 := n0+k. Let n1 ∈ N be the (unique) number in [n′0, n

′
0+p) that is divisible

by p. Clearly, Q′ is also ultimately periodic with period p and offset n1.
Let Q1 := Q′ ∩ [0, n1) and let R := {r ∈ [0, p) : n1+r ∈ Q′}. It is

straightforward to verify that (Q+k) y ϕ is equivalent to the formula∨
`∈Q1

∃=`y ϕ ∨

(
∃>n1y ϕ ∧

∨
r∈R

(Dp+r) y ϕ

)
. (5)

3See Section 6 for the proof of the third claim.
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Clearly, this formula has the same generalised quantifier rank as (Q+k) y ϕ and
displacement 6 w(ϕ).

5.2. Carrying out Step (2): Hanf normal form for FO(D)

We proceed by induction on the construction of the formula ϕ ∈ FO(D)
and thereby follow the same overall approach as that for first-order logic in [2].
Compared to [2], there are three additional difficulties: first and foremost, we
have to handle modulo-counting quantifiers. Secondly, we handle the quantifier
∃>k in a single step in order to obtain better complexity bounds in terms of
the generalised quantifier rank instead of the plain quantifier rank. Finally, as
explained in Remark 3.1, the Hanf normal forms in this paper differ from the
ones in [2] in the handling of free variables.

5.2.1. The base case

The first lemma handles the base case, i.e., quantifier-free formulas.

Lemma 5.2. For all degree bounds d > 2, relational signatures σ, and quantifier-
free formulas ϕ(x) from FO[σ], there exists a d-equivalent hnf-formula ψ(x)
from FO[σ].

The locality radius and the displacement of ψ are 0.
Furthermore, ψ can be computed from d, σ, and ϕ in time

2||ϕ||
a

for a suitable number a > 0 of size O(||σ||).

Proof of the first two claims. 4

Let x = (x1, . . . , xn) with 1 6 n < ||ϕ|| be the tuple of free variables of ϕ(x).
Since ϕ is quantifier-free, the validity of ϕ[a] in a σ-structure A is determined
by the 0-sphere around a ∈ An. More precisely, A |= ϕ[a] if, and only if,
NA0 (a) |= ϕ[a]. Therefore, the algorithm proceeds as follows.

Step (i): We let T ⊆ T d,σ0 (n) be the set of all types τ = (T , c) from T d,σ0 (n)
with T |= ϕ[c].

Step (ii): If T is the empty set, then there is no d-bounded σ-structure A with
a tuple a ∈ An such that A |= ϕ[a]. Hence, ϕ(x) is d-equivalent to
the unsatisfiable hnf-sentence ⊥. Otherwise, we let

ψ(x) :=
∨
τ∈T

sphτ (x).

In both cases, the hnf-formula ψ(x) has locality radius and displacement 0.

4See Section 6 for the proof of the third claim.
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5.2.2. The inductive step

Recall that we want to construct inductively, from a formula in FO(D)[σ], a
d-equivalent hnf-formula. In this inductive procedure, we have to handle formulas
of the form ψ′ ∨ψ′′, ¬ψ′, ∃>k y ψ′(x, y), and (Dp+k) y ψ′(x, y) where ψ′ and ψ′′

are hnf-formulas. The first two cases do not pose any problems since the set
of hnf-formulas is closed under Boolean combinations. Note that ∃>k y ψ′(x, y)
is equivalent to (D1+k) y ψ′(x, y). Therefore, all we have to do is transform a
formula of the form (Dp+k) y ψ′(x, y) (with p > 1 and k > 0) into a d-equivalent
hnf-formula. This is done in two main steps: First, Lemma 5.3 allows to build a
d-equivalent Boolean combination of counting-formulas. Then, by Lemma 5.4,
we transform every counting-formula into an hnf-sentence.

Lemma 5.3. Let d > 2 be a degree bound, σ a relational signature, and ϕ(x) =
(Q+k) y ψ′(x, y) a formula from FO(D)[σ] with ψ′ an hnf-formula. There exists
a d-equivalent Boolean combination ψ(x) ∈ FO(D)[σ] of counting-formulas.

Let the locality radius of ψ′ be at most r, for r > 1, and let K ∈ N be the
displacement of ψ′. Let p > 1 be the period of the quantifier Q ∈ D ∪ {∃} and
let n = |x| be the number of free variables of ϕ(x). The locality radius of ψ(x)
is 6 r and its displacement is 6 max{K, k, p}. In particular, if n > 1, then
ψ(x) is a Boolean combination of hnf-sentences with displacement 6 K and of
counting-formulas with free variables and with displacement 6 max{k, p}.

Furthermore, from d, σ, and ϕ(x), one can compute ψ(x) in time

||ψ′|| ·max{2k, 2p}((n+1)·νd(r))O(||σ||)
.

Proof of the first two claims. 5

We describe an algorithm that computes ψ from d, σ, and ϕ(x). Let n := |x|
be the number of free variables of ϕ.

Step (i): Compute the set T d,σr (n+1) of all d-bounded r-spheres with n+1
centres.

Observe that for every d-bounded σ-structure A and for every tu-
ple (a, an+1) ∈ An+1, there is a unique τ ∈ T d,σr (n+1) such that
NAr (a, an+1) ∼= τ .

Step (ii): Recall that, being an hnf-formula, ψ′(x, y) is a Boolean combination
of sphere-formulas with free variables among x, y and of counting-
sentences. In particular, every sphere-formula in ψ′(x, y) has locality
radius 6 r.

For each τ = (T , c1, . . . , cn, cn+1) ∈ T d,σr (n+1), we construct an hnf-
sentence ψ′τ such that the following is true for every tuple a, an+1

that realises the type τ in A (i.e., NAr (a, an+1) ∼= τ):

A |= ψ′[a, an+1] ⇐⇒ A |= ψ′τ .

5See Section 6 for the proof of the third claim.

15



To achieve this, we apply the following procedure to each sphere-
formula sphρ(z) in ψ′(x, y): Recall that sphρ(z) has m := |z| 6 n+1
free variables which all belong to the tuple x, y and let 1 6 i1 < · · · <
im 6 n+1 be the indices of these free variables variables in the tuple
x, xn+1 with xn+1 := y. We check whether T |= sphρ[ci1 , . . . , cim ],

i.e., whether N Tr′ (ci1 , . . . , cim) ∼= ρ, where r′ 6 r is the radius of the
type ρ. If so, we replace every occurrence of the formula sphρ(z) in
ψ′(x, y) with the tautological hnf-sentence >; otherwise we replace
it with the unsatisfiable hnf-sentence ⊥.

Note that the resulting formula ψ′τ is an hnf-sentence of locality
radius 6 r and with displacement 6 K. Furthermore,

ψ′(x, y) ≡d
∨

τ∈Td,σr (n+1)

(
sphτ (x, y) ∧ ψ′τ

)
︸ ︷︷ ︸

=: ατ (x,y)

. (6)

Step (iii): Recall that ϕ(x) is of the form (Q+k) y ψ′(x, y). Thus, from (6) we
obtain that ϕ(x) is d-equivalent to

(Q+k) y
∨

τ∈Td,σr (n+1)

ατ (x, y) . (7)

Furthermore, recall that for every d-bounded σ-structure A, every
a ∈ An and every b ∈ A there is exactly one τ ∈ T d,σr (n+1) such
that A |= sphτ [a, b], and hence there is at most one τ ∈ T d,σr (n+1)
such that A |= ατ [a, b].

Next, we transform the formula from (7) into an equivalent Boolean
combination ξ(x) of formulas of the form

(Q+`) y ατ (x, y) with τ ∈ T d,σr (n+1) and 0 6 ` 6 max{k, p}. (8)

First, suppose Q = Dp ∈ D. Then, the construction uses a divide-
and-conqueror approach where we recursively subdivide the set
T d,σr (n+1). Let M ⊆ T d,στ (n+1) with |M | > 2. Then divide M into

two sets of almost equal size, i.e., choose M1 ⊆M with |M1| =
⌊
|M |
2

⌋
and set M2 := M \M1. Then, the formula

(Dp+`) y
∨
τ∈M

ατ (x, y) (with 0 6 ` 6 max{k, p})

is equivalent to the disjunction of all formulas

(Dp+`1) y
∨
τ∈M1

ατ (x, y) ∧ (Dp+`2) y
∨
τ∈M2

ατ (x, y)

with 0 6 `1, `2 6 max{`, p} 6 max{k, p}, `1 + `2 ≡ ` mod p and
`1 + `2 > `. Proceeding recursively, we obtain that the formula
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(Dp+k) y
∨
τ ατ (x, y) is equivalent to a Boolean combination ξ(x) of

formulas of the form (8).

It remains to consider the case Q = ∃. Then the formula from (7) is
equivalent to

(D1+(k+1)) y
∨

τ∈Td,σr (n+1)

ατ (x, y) .

Hence the above construction results in a Boolean combination of
formulas of the form

(D1+`) y ατ (x, y) ≡

{
> if ` = 0

(∃+(`−1)) y ατ (x, y) otherwise

with 0 6 ` 6 max{k+1, 1}. In other words, we obtain a Boolean
combination ξ(x) of formulas of the form (8).

Step (iv): Since ψ′τ is a sentence, the formula

(Q+`) y ατ (x, y) = (Q+`) y
(

sphτ (x, y) ∧ ψ′τ
)

is equivalent to the formula

• ψ′τ ∧ (Q+`) y sphτ (x, y) if 0 6∈ (Q+`),

• ¬ψ′τ ∨ (Q+`) y sphτ (x, y) if 0 ∈ (Q+`).

By replacing the formulas (Q+`) y ατ (x, y) in ξ(x) accordingly, we
obtain a Boolean combination ψ(x) of hnf-sentences ψ′τ and counting-
formulas (Q+`) y sphτ (x, y), such that ψ(x) is d-equivalent to ϕ(x).
The locality radius of ψ(x) is 6 r. If n = 0 (i.e., x is the empty tuple),
then ψ(x) is an hnf-sentence with displacement 6 max{k, p,K}.
Otherwise, if n > 1, then ψ(x) is a Boolean combination of hnf-
sentences with displacement 6 K and counting-formulas with free
variables and with displacement 6 {k, p}.

The above lemma allows to construct, from a formula (Dp+k) y ψ′ with ψ′

an hnf-formula, a d-equivalent Boolean combination ψ of counting-formulas.
To obtain an hnf-formula, i.e., a Boolean combination of sphere formulas and
counting-sentences, it remains to transform the counting-formulas in ψ into
hnf-formulas. This is achieved by the following lemma. Note that it proves
the existence of a d-equivalent hnf-formula for all quantifiers, but provides an
algorithm only for ultimately periodic quantifiers (and therefore in particular for
the modulo-counting quantifiers that we are really interested in).

Lemma 5.4. Let d > 2 be a degree bound, σ a relational signature, R a unary
counting quantifier, and α(x) ∈ FO({R})[σ] a counting-formula. There exists an
hnf-formula β(x) ∈ FO({R})[σ] that is d-equivalent to α(x).
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Let the locality radius of α be at most r, for r > 1, and let ` be the displacement
and n = |x| the number of free variables of α. Then, β(x) has locality radius
6 4r and displacement 6 `+ n · νd(2r+1).

Furthermore, from d, σ, and α(x) with R ultimately periodic, one can com-
pute β(x) in time

(`2+||R||) · 2(n·νd(4r))
O(||σ||)

.

Proof of the first two claims. 6

If n = 0 (i.e., x is the empty tuple), then β := α is a counting-sentence, hence
an hnf-sentence, and we are done.

If n > 1, then α(x) is of the form

(R+`) y sphτ (x, y)

for some type τ ∈ T d,σr (n+1). Let x = (x1, . . . , xn) be the free variables of α(x),
and let c, cn+1 = (c1, . . . , cn, cn+1) be the n+1 centres of τ .

For each ρ ∈ T d,σ4r (n), we will provide an hnf-sentence βρ ∈ FO({R})[σ] such
that

for all σ-structures A and all a ∈ An with NA4r(a) ∼= ρ we have

A |= α[a] ⇐⇒ A |= βρ .
(9)

Then, obviously,

β(x) :=
∨

ρ∈Td,σ4r (n)

(
sphρ(x) ∧ βρ

)
is in Hanf normal form and is d-equivalent to α(x).

So consider an arbitrary ρ ∈ T d,σ4r (n) and let e = (e1, . . . , en) be the n centres
of ρ. Recall that α(x) is of the form (R+`) y sphτ (x, y), τ ∈ T d,σr (n+1), and
c, cn+1 = (c1, . . . , cn, cn+1) are the n+1 centres of τ . The construction of βρ
proceeds by the following case distinction (see Figure 1 for an illustration).

Case (1): If cn+1 ∈ Nτ
2r+1(c), then Nτ

r (c) intersects Nτ
r (cn+1) or some edge of

the Gaifman graph of τ connects some element of the former set to
some element of the latter set. Hence, for every σ-structure A and all
a ∈ An we have

|{ b ∈ A : NAr (a, b) ∼= τ }|
= |{ b ∈ NA2r+1(a) : NAr (a, b) ∼= τ }| .

(10)

Since (2r+1)+r = 3r+1, we have Nτ
r (cn+1) ⊆ Nτ

3r+1(c) ⊆ Nτ
4r(c).

Thus, for every σ-structure A and every tuple a ∈ An of type ρ in A
(i.e., NA4r(a) ∼= ρ), we get

|{ b ∈ NA2r+1(a) : NAr (a, b) ∼= τ }|
= |{ f ∈ Nρ

2r+1(e) : N ρ
r (e, f) ∼= τ }| =: kρ .

(11)

6See Section 6 for the proof of the third claim.
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a b(1) b(2)4r

2r+1

Figure 1: Illustration of the case distinction in the proof of Lemma 5.4; b(1) depicts b in
Case (1), whereas b(2) depicts b in Case (2).

We set βρ := > if kρ ∈ (R+`), and βρ := ⊥ if kρ 6∈ (R+`). Putting the
equations (10) and (11) together, the hnf-sentence βρ clearly satisfies
statement (9).

Case (2): If cn+1 6∈ Nτ
2r+1(c), then the sets Nτ

r (c) and Nτ
r (cn+1) are disjoint

and there are no edges in the Gaifman graph of τ between the nodes
from Nτ

r (c) and the nodes from Nτ
r (cn+1).

Case (2.a): If N τ
r (c) and N ρ

r (e) are not isomorphic, then for every
σ-structure A and every a ∈ An with NA4r(a) ∼= ρ we
have

|{ b ∈ A : NAr (a, b) ∼= τ }| = 0 .

Hence, if 0 ∈ (R+`) we let βρ := >, and if 0 6∈ (R+`) we
let βρ := ⊥. Clearly, βρ is an hnf-sentence that satisfies
statement (9).

Case (2.b): If N τ
r (c) and N ρ

r (e) are isomorphic, then for every σ-
structure A and every a ∈ An with NA4r(a) ∼= ρ we
have

|{ b ∈ A : NAr (a, b) ∼= τ }|
= |{ b ∈ A \NA2r+1(a) : NAr (b) ∼= N τ

r (cn+1) }| .
(12)

On the other hand, since 2r+1+r 6 4r, we have

|{ b ∈ NA2r+1(a) : NAr (b) ∼= N τ
r (cn+1) }|

= |{ f ∈ Nρ
2r+1(e) : N ρ

r (f) ∼= N τ
r (cn+1) }| =: `ρ

(13)
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Hence, putting together the equations (12) and (13), we
obtain that

|{ b ∈ A : NAr (a, b) ∼= τ }|
= |{ b ∈ A : NAr (b) ∼= N τ

r (cn+1) }| − `ρ .

Therefore, the hnf-sentence

βρ := (R+(`+`ρ)) y sphN τr (cn+1)(y)

satisfies statement (9). Observe that `ρ 6 n · νd(2r+1)
and hence, βρ has displacement 6 `+ n · νd(2r+1).

Observe that for each ρ ∈ T d,σ4r (n) the hnf-sentence βρ has locality radius 6 r
and displacement 6 `+ n · νd(2r+1). Consequently, the hnf-formula β(x) has
locality radius 4r and displacement 6 `+ n · νd(2r+1).

Furthermore, for ultimately periodic R, it can easily be decided for a given
number m if m ∈ (R+`). In Case (1) and Case (2.a), this is used for m = kρ
and m = 0, respectively, and leads to an algorithm which constructs the hnf-
formula β(x).

Remark 5.5. Note that the above proof also shows that the hnf-formula β is
computable if R is decidable.

Summarising the two above lemmas, we are now ready to transform a formula
of the form (Q+k) y ψ′(x, y) with ψ′ an hnf-formula, into an hnf-formula.

Lemma 5.6. Let d > 2 be a degree bound, σ a relational signature, and ϕ(x) =
(Q+k) y ψ′(x, y) a formula from FO(D)[σ] with ψ′ an hnf-formula. There exists
a d-equivalent hnf-formula ψ(x) ∈ FO(D)[σ].

Let the locality radius of ψ′ be at most r, for r > 1, and let K ∈ N be the
displacement of ψ′. Let p > 1 be the period of the quantifier Q ∈ D∪ {∃} and let
n = |x| the number of free variables of ϕ. The locality radius of ψ(x) is 6 4r
and its displacement is 6 max{K,max{k, p}+ n · νd(2r+1)}.

Furthermore, from d, σ, and ϕ(x), one can compute ψ(x) in time

||ψ′|| ·max{2k, 2p}((n+1)νd(4r))
b

for some b > 0 of size O(||σ||).

Proof of the first two claims. 7

Applying the algorithm from Lemma 5.3 to the formula ϕ, we obtain a
d-equivalent Boolean combination ψ1 of counting-formulas of locality radius 6 r.

If n = 0, i.e., if ϕ is a sentence, then ψ1 is an hnf-sentence with displacement
6 max{K, k, p} and thus, the construction of ψ is finished by choosing ψ := ψ1.

7See Section 6 for the proof of the third claim.
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Otherwise, i.e., if n > 1, then ψ1 is a Boolean combination of hnf-sentences
with displacement 6 K and counting-formulas with free variables and displace-
ment 6 {k, p}. Applying the algorithm from Lemma 5.4 to each of these
counting-formulas, we obtain a d-equivalent hnf-formula ψ(x) of locality radius
6 4r and displacement 6 max{K,max{k, p}+ n · νd(2r+1)}.

5.2.3. Putting things together: construction of hnf-formulas in FO(D)

Recall that by Nurmonen’s result [22], any set {Dp} permits Hanf normal
forms. It follows that also the set of all modulo-counting quantifiers D permits
Hanf normal forms. The following proposition provides us with an algorithm
that allows to compute such an hnf-formula.

Proposition 5.7. For all degree bounds d > 2, relational signatures σ, and
formulas ϕ ∈ FO(D)[σ], there exists a d-equivalent hnf-formula ψ ∈ FO(D)[σ].

Let q > 0 and K > 0 be the generalised quantifier rank and the displacement
of ϕ, respectively, and let P > 1 be an upper bound on the periods of the
quantifiers occurring in ϕ. Then ψ has locality radius 6 4q and displacement
6 max{K,P}+ ||ϕ|| · νd(4q).

Furthermore, ψ can be computed from d, σ, and ϕ in time

max{2K, 2P}(||ϕ||·νd(4
q))c

for some c > 0 of size O(||σ||).

Proof of the first two claims. 8

We describe the algorithm on input of a degree bound d > 2, a relational
signature σ, and an FO(D)[σ]-formula ϕ(x).

Let n := |x| be the number of free variables of ϕ.
The algorithm proceeds by induction on the shape of ϕ(x). We will show

that for the hnf-formula ψ(x) from FO(D)[σ], which the algorithm constructs,
the following inductive invariant holds:

(a) ψ(x) has locality radius 6 4q.

(b) ψ(x) is d-equivalent to ϕ(x).

(c) ψ(x) has displacement 6 max{K,P}+ ||ϕ|| · νd(4q).

If ϕ is quantifier-free (i.e., q = 0), we employ the algorithm from Lemma 5.2
to construct an hnf-formula ψ(x) which satisfies the inductive invariant.

The case of ϕ being a Boolean combination of formulas with generalised
quantifier rank q > 1 is also easy: If ϕ = ¬ϕ′, we compute an hnf-formula
ψ′ that is d-equivalent to ϕ′ and let ψ := ¬ψ′. If ϕ = (ϕ′ ∨ ϕ′′), we compute
hnf-formulas ψ′ and ψ′′ that are d-equivalent to ϕ′ and ϕ′′, respectively, and let
ψ := (ψ′ ∨ ψ′′). In both cases, the inductive invariant is obviously satisfied.

8See Section 6 for the proof of the third claim.
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Finally, consider the case that ϕ = (Q+k) y ϕ′ with Q ∈ D ∪ {∃} of period
p ∈ [1, P ] and with k ∈ [0,K]: We first compute an hnf-formula ψ′ that is
d-equivalent to ϕ′. By the inductive invariant, the locality radius of ψ′ is
6 4q−1 and the displacement is 6 max{K,P}+ ||ϕ′|| · νd(4q−1). Then we apply
Lemma 5.6 to the formula (Q+k) y ψ′. This results in a d-equivalent hnf-formula
ψ of locality radius 6 4 · 4q−1 = 4q and displacement

6 max{max{K,P}+ ||ϕ′|| · νd(4q−1), max{K,P}+ n · νd(2 · 4q−1+1)}
= max{K,P}+ max{||ϕ′|| · νd(4q−1), n · νd(2 · 4q−1+1)}
6 max{K,P}+ ||ϕ|| · νd(4q).

This finishes the inductive proof.

5.3. Carrying out Step (3): From FO(D) to FO(Q)

It remains to transform an hnf-formula from FO(D) into a d-equivalent
hnf-formula from FO(Q). All that needs to be done is to transform counting-
sentences of the form (Dp+k) y sphτ (y) into hnf-sentences from FO(Q). For this,
we will use the following lemma.

Lemma 5.8. Let α, β, π ∈ {0, 1}∗ such that π is primitive and of length p > 1,
and β is a prefix of απω of length at least |α|. Then

|α| ≡ |β| mod p ⇐⇒ βπ is a prefix of απω .

Proof. We first prove the implication “=⇒”. So assume that |β| − |α| is a
multiple of p = |π|. Since β is a prefix of απω, there exists i > 0 with β = απi.
Hence βπ = απi+1 is a prefix of απω.

To prove the converse implication “⇐=”, we assume that βπ is a prefix of
απω. Let i ∈ N be maximal such that απi is a prefix of βπ (such an i > 0 exists
since α = απ0 is a prefix of β). Then there exists u ∈ {0, 1}∗ of length < |π|
with απiu = β. In the following, we show that |u| = 0 and thus |β| − |α| is a
multiple of p = |π|.

Towards a contradiction, assume that |u| > 1. Since απi+1 and βπ both are
prefixes of απω and since |βπ| < |απi+1|, there exists v ∈ {0, 1}∗ of length > 1
with απi+1 = βπv. Hence απi+1 = βπv = απiuv, implying that uv = π.

Furthermore, βπvu = απiuvu = απi+1u is a prefix of απω. Note that
(απω)[n] = (απω)[n+ p] for all n > |α| and therefore in particular for all n > |β|.
Since βπ is a prefix of απω, this implies that απω = βπω, i.e., βπvu is a prefix
of βπω. Hence vu is a prefix of πω of length |vu| = |uv| = |π|, i.e., vu = π.

Thus, we have uv = π = vu. By a standard result on word combinatorics
(see [19, Proposition 1.3.2]), there exists w ∈ {0, 1}∗ with u, v ∈ w∗ and therefore
π ∈ w∗. Since π is primitive, this implies that w = π. Since |u| < |π| and u ∈ π∗,
we obtain u = ε, which is a contradiction to the assumption that |u| > 1.

To translate an hnf-formula from FO(D)[σ] into an equivalent hnf-formula
from FO(Q)[σ], we prove the following slightly more general result.
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Proposition 5.9. For all p > 1, all ultimately periodic quantifiers Q of period p,
and all formulas (Dp+k) y ϕ ∈ FO(D), there exists an equivalent Boolean
combination ψ of formulas of the form (Q+`) y ϕ and (∃+`) y ϕ with 0 6 ` <
k + ||Q||+ p.

Furthermore, ψ can be computed from p, rep(Q), and (Dp+k) y ϕ in time

O((||Q||+k)3 · ||ϕ||).

Proof. Let p be the period of Q and let n0 be the minimal offset of Q w.r.t. p. Let
furthermore α be the shortest prefix of χQ of length > max{n0, k} with |α| ≡ k
mod p. Then there exists a primitive word π of length p with χQ = απω.

From Lemma 5.8 we obtain for all n ∈ N with n > |απ| that

n ∈ (Dp+k) ⇐⇒ χQ[n−p, n) = π . (14)

Here, the implication “=⇒” holds since χQ = απω, |π| = p, and k ≡ |α| mod p.
To obtain the implication “⇐=”, let β := χQ[0, n−p). Then, βπ = χQ[0, n) is
a prefix of χQ = απω. By Lemma 5.8, |α| ≡ |β| mod p. Hence, n = |βπ| =
|β|+p ≡ |α| ≡ k mod p, and therefore, n ∈ (Dp+k). This proves the equivalence
(14).

To apply this equivalence, let π1, π2, . . . , πp ∈ {0, 1} such that π = πp · · ·π2π1.
It is straightforward to see that for all n ∈ N with n > |απ|,

χQ[n−p, n) = π

⇐⇒ n− i ∈ Q for each i ∈ [1, p] with πi = 1, and

n− j 6∈ Q for each j ∈ [1, p] with πj = 0

⇐⇒ n ∈ (Q+i) for each i ∈ [1, p] with πi = 1, and

n 6∈ (Q+j) for each j ∈ [1, p] with πj = 0.

Consequently, the formula (Dp+k) y ϕ is equivalent to the formula∨
`∈S

∃=` y ϕ

∨

(
∃>|απ| y ϕ ∧

∧
i∈[1,p] :
πi=1

(Q+i) y ϕ ∧
∧

j∈[1,p] :
πj=0

¬ (Q+j) y ϕ

)
,

(15)

where S is the set of all n ∈ (Dp+k) with n < |απ|. Since |απ| 6 max{n0, k}+2p,
each of the quantifiers that explicitly occur in the formula (15) has displacement
at most

n0 + k + 2p 6 2||Q||+ k. (16)

Using this, it is straightforward to see that the formula (15) has size

O((||Q||+k)3 · ||ϕ||)

and can be computed within the same time bound.
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5.4. Summary: Hanf normal forms for FO(Q)

We can now prove that any set of ultimately periodic quantifiers permits
Hanf normal forms.

Proof of Theorem 3.3, “if”-direction. Let Q be a set of ultimately periodic quan-
tifiers, let d ∈ N be a degree bound, and let ϕ ∈ FO(Q)[σ] be a formula. By
Proposition 5.1, there exists a d-equivalent formula ϕ1 ∈ FO(D)[σ] where

D = {Dp : p > 1 and there is some Q ∈ Q with period p} .

From Proposition 5.7 we obtain a d-equivalent hnf-formula ψ1 from FO(D)[σ].
Finally, Proposition 5.9 allows to translate this hnf-formula into a d-equivalent
hnf-formula ψ from FO(Q)[σ].

6. Runtime analysis

In this section, we prove the upper bounds on the runtime of the algorithms
described in Section 5. In the proofs of this section, we use the same notation as
in the description of the corresponding algorithms.

For the remainder of this section, d > 2 is a degree bound and σ denotes a
finite relational signature.

Two basic tasks that are repeatedly used within the algorithms presented in
this article are (a) to test two d-bounded r-types with n centres for isomorphism
and (b) to compute the set T d,σr (n). Both can be accomplished by brute-force
algorithms:

(a) Testing two types for isomorphism: Recall that the universe of each
d-bounded r-type with n centres has size at most N := n · νd(r). For
every bijection between the elements of two such r-types, it can be checked
in time O(n + N ||σ||) 6 (N+1)O(||σ||) whether the bijection is indeed an
isomorphism. Since there are at most NN bijections, the test whether the
two r-types are isomorphic can be performed in at most

2a0·||σ||·N
2

(17)

time steps, where a0 > 1 is a suitable number of size O(||σ||).

(b) Constructing T d,σr (n): For computing T d,σr (n), we can assume that the
universe of each element in T d,σr (n) is a subset of {1, . . . , N}. Hence, the
relations of an arbitrary r-type in T d,σr (n) can be represented by a bitstring
of length at most ||σ|| if N = 1, and N ||σ|| otherwise. Furthermore, each
of the r-type’s n centres is interpreted by an element from {1, . . . , N}.
Therefore, there are at most

Nn · 2max{||σ||,N ||σ||} 6 2N
2+max{||σ||,N ||σ||} 6 2max{2,N}||σ||+2

candidates for types in T d,σr (n).
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For any such candidate, we can test in at most max{2, N}b0 time steps, for
a suitable number b0 > 1 of size O(||σ||), whether the candidate is indeed
a d-bounded r-type. Furthermore, for any two such candidates, we use
the above described algorithm for testing whether they are isomorphic. In
summary, T d,σr (n) can be constructed in at most

2max{2,N}||σ||+2

·max{2, N}b0 +
(
2max{2,N}||σ||+2)2 · 2a0·||σ||·N2

6 2max{2,N}a1 (18)

time steps, where a1 > max{a0, b0} is a suitable number of size O(||σ||).

6.1. Step (1): From FO(Q) to FO(D)

Proof of the third claim of Proposition 5.1. Recall that for an FO(Q)-formula
ϕ we let w(ϕ) := 1 if ϕ is quantifier-free; and otherwise,

w(ϕ) := max{||Q||+ k : (Q+k) occurs in ϕ} .

The algorithm proceeds by induction on the shape of ϕ.
The cases of ϕ being quantifier-free or a Boolean combination of formulas

with generalised quantifier rank > 1 are trivial.
Assume that ϕ is of shape (Q+k) y ϕ′ for a quantifier Q ∈ Q ∪ {∃} and

a k > 0, and with generalised quantifier rank q > 1. In this case, the algorithm
proceeds as follows:

Step (1): The algorithm is called recursively to compute an FO(D)[σ]-formula ψ′

that is equivalent to ϕ′ and that has displacement 6 w(ϕ′) and
generalised quantifier rank q−1.

Step (2): If Q is the existential quantifier, the algorithm outputs ψ := (∃+k) y ψ′.

Otherwise, Q ∈ Q, and the algorithm makes use of the formula (5)
(using ψ′ instead of ϕ) to obtain an FO(D)-formula ψ that is equivalent
to (Q+k) y ψ′.

Since the size of the formula ∃=` y ψ′ is O(`2 + ||ψ′||), the formula ψ
has size in

O((n0+k+p)3 · ||ψ′||) 6 O(w(ϕ)3 · ||ψ′||)

where p is the period and n0 is the smallest offset of Q (the latter
inequality holds by definition of w(ϕ), since n0 + k + p < ||Q||+ k 6
w(ϕ)).

Since the only step which increases the formula’s size is the one for formulas of
the shape (Q+k) y ϕ, we get

||ψ|| ∈ ||ϕ|| · w(ϕ)O(q) .

It is easy to see that ψ can also be constructed within the same time bound.

25



6.2. Step (2): Hanf normal form for FO(D)

6.2.1. The base case

Proof of the third claim of Lemma 5.2. We denote the steps of the computation
in the same way as in the description of the algorithm:

Step (i): According to (18), the set T d,σ0 (n) can be computed in time

2max{2,n·νd(0)}a1 6 2max{2,n}a1 < 2||ϕ||
a1
,

for a number a1 > 1 of size O(||σ||).

Let τ = (T , c) ∈ T d,σ0 (n). Since ϕ(x) is quantifier-free, we can check

if T |= ϕ[c] in time O(||ϕ||). Since |T d,σ0 (n)| 6 2||ϕ||
a1

, the set T can
therefore be computed in time 2||ϕ||

a2
, where a2 > a1 is of size O(||σ||)

Step (ii): From τ ∈ T d,σ0 (n), one can compute the formula sphτ (x) in time
O(||σ||) if n = 1, and otherwise in time nO(||σ||).

In summary, there is a number a > a1 of size O(||σ||) such that ψ(x) can be
constructed in 6 2||ϕ||

a

time steps.

6.2.2. The inductive step

Proof of the third claim of Lemma 5.3. In the following, let n be the number of
free variables of ϕ and set N = (n+1) · νd(r). Note that N > 2, since r > 1.

Step (i): According to (18), the set T d,σr (n+1) can be constructed in at most

2((n+1)·νd(r))a1 = 2N
a1

time steps.

Step (ii): To estimate the time needed to construct the formula (6) (given the
set T d,σr (n+1)), we need upper bounds on the number of possible
values for τ , on the time used for constructing the formula sphτ (x, y),
and on the time used for constructing the sentence ϕ′τ .

By (18), the number of types τ ∈ T d,σr (n+1) is at most 2N
a1

. Now
let τ = (T , c, cn+1) ∈ T d,σr (n+1). Since the universe of τ contains
at most (n+1) · νd(r) = N elements, the formula sphτ (x, y) can be
constructed in time

((n+1) · νd(r))O(||σ||) 6 Na2

for some number a2 > 1 of size O(||σ||).
To compute the hnf-sentence ψ′τ , we have to decide for each sphere-
formula sphρ(z) in ψ′(x, y) whether to replace it by > or by ⊥. This
is done by an isomorphism test which, according to (17), takes at
most

2((n+1)·νd(r))a0 = 2N
a0
.
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time steps. Note that ψ′ contains at most ||ψ′|| occurrences of sphere-
formulas. Hence, the construction of ψ′τ can be carried out in

||ψ′|| · 2N
a0

time steps.

In summary, the formula (6) can be obtained in time

2N
a1

+ 2N
a1 ·
(
Na2 + ||ψ′|| · 2N

a0
)

6 ||ψ′|| · 2N
a3

for a number a3 > a0 + a1 + a2 of size O(||σ||).

Step (iii): The construction of the formula ξ(x) from the formula (7) is done
recursively. Since, in every recursive call, the set M is subdi-
vided into two sets of almost equal size, the recursion depth is
O(log(|T d,σr (n+1)|) = O(Na1). In each recursive call, the for-
mula (Dp+`) y

∨
τ∈M ατ (x, y) (with 0 6 ` 6 max{k, p}) is replaced

by a Boolean combination of 2(max{`, p}+1)2 6 2(max{k, p}+1)2

many formulas of the form (Dp+`) y
∨
τ∈M ′ ατ (x, y) with 0 6 ` 6

max{k, p}. In total, the formula ξ(x) is a Boolean combination of
at most (2(max{k, p}+1)2)O(Na1 ) 6 (2 ·max{k, p})Na4

formulas of
the form (8) (for some a4 > a1 of size O(||σ||)) and can be computed
in time ||ψ′|| · (2 ·max{k, p})Na4

.

Step (iv): The computation of the formula ψ(x) from ξ(x) can be carried out
in time ||ξ(x)|| 6 ||ψ′|| · (2 ·max{k, p})Na4

In summary, the construction of ψ from ϕ = (Q+k) y ψ′ can be carried out in
time

2N
a1

+ ||ψ′|| · 2N
a3

+ ||ψ′|| ·max{2k, 2p}N
a4

+ ||ψ′|| ·max{2k, 2p}N
a4

which is at most
||ψ′|| ·max{2k, 2p}N

a5

for some a5 of size O(||σ||).

Proof of the third claim of Lemma 5.4. Let N := n · νd(4r). Note that N > 2.

According to (18) the set T d,σ4r (n) can be constructed in time 2N
a1

, for a
suitable number a1 > 1 of size O(||σ||).

For each ρ ∈ T d,σ4r (n), it takes time NO(||σ||) to construct the formula sphρ(x).
For the construction of βρ, we have to make a case distinction depending on
whether cn+1 ∈ Nτ

2r+1(c). To determine which of the two cases actually applies
for the given τ , recall that the universe of τ has size at most (n+1) · νd(r). Thus,
the time needed to decide whether cn+1 ∈ Nτ

2r+1(c) is in NO(||σ||).
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Case (1): If cn+1 ∈ Nτ
2r+1(c), we compute the number kρ defined in (11). This

requires us to check for at most n · νd(2r+1) 6 N d-bounded r-types
with (n+1) centres whether they are isomorphic to τ . Since each of
these types has a universe of size 6 (n+1) · νd(r) 6 N , the number kρ
can be computed in time 2O(||σ||·N2) by using the brute-force isomor-
phism test described at the beginning of Section 6. For ultimately
periodic R, testing whether kρ ∈ (R+`) is done in time O(kρ) ⊆ O(N)

since kρ 6 N . Hence, in Case (1), the algorithm uses time 2O(||σ||·N2)

to construct the formula βρ.

Case (2): If cn+1 6∈ Nτ
2r+1(c), we have to check whether the two r-types N τ

r (c)
and N ρ

r (e), which each have a universe of size 6 N , are isomorphic.

Case (2.a): If they are not isomorphic, we need time O(1) to check
whether 0 ∈ (R+`) (which is the case iff ` = 0 and 0 ∈ R)
and construct βρ accordingly in time O(1).

Case (2.b): If they are isomorphic, we have to compute the number
`ρ defined in (13). This requires us to check for at most
n · νd(2r+1) 6 N d-bounded r-types with one centre,
each with a universe of at most νd(r) 6 N elements,
whether they are isomorphic to N τ

r (cn+1). By using the
brute-force isomorphism test described at the beginning
of Section 6, the number `ρ can be computed in time

2O(||σ||·N2). Afterwards, we construct the formula

βρ := (R+(`+`ρ)) y sphN τr (cn+1)(y) .

For this, we use time NO(||σ||) to construct the formula
sphN τr (cn+1)(y). Resolving the quantification (R+(`+`ρ))
via the quantifiers R and ∃, as described in Section 2.3.2,
needs time in

O((`+`ρ)
2 + ||R y sphN τr (cn+1)(y)||)

6 (`2+||R||) ·NO(||σ||).

Altogether, we obtain that in Case (2) the algorithm uses time at

most (`2+||R||) · 2NO(||σ||)
to construct the formula βρ.

Finally, the algorithm outputs the formula β(x), which is the disjunction of

the formulas (sphρ(x) ∧ βρ), for all ρ ∈ T d,σ4r (n). The overall time used for
constructing this formula is

2N
a1

+ 2N
a1 ·
(
NO(||σ||) + (`2+||R||) · 2N

O(||σ||))
6 (`2+||R||) · 2N

O(||σ||)
.

This completes the proof of Lemma 5.4.
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Proof of the third claim of Lemma 5.6. According to Lemma 5.3, the formula
ψ1 can be computed in time

||ψ′|| ·max{2k, 2p}((n+1)νd(r))
O(||σ||)

(which also bounds the size of ψ1) and its displacement is bounded by max{K, k, p}.
If n = 0, then the algorithm is finished with the construction of ψ := ψ1.
Otherwise, the algorithm from Lemma 5.4 is called at most ||ψ1|| times.

Each call applies to a counting-formula of locality radius 6 r, displacement
6 max{k, p}, and with a quantifier R ∈ D∪ {∃} of period p > 1 whose encoding
rep(R) has length 6 p+2. Therefore, the call is completed in time

(max{k, p}2+||R||) · 2(n·νd(4r))
O(||σ||)

6 max{k, p}2 · 2(n·νd(4r))
O(||σ||)

.

In summary, the number of time steps required for the algorithm is at most

||ψ′|| ·max{2k, 2p}((n+1)νd(r))
O(||σ||)

·max{k, p}2 · 2(n·νd(4r))
O(||σ||)

6 ||ψ′|| ·max{2k, 2p}((n+1)νd(4r))
O(||σ||)

.

6.2.3. Putting things together: construction of hnf-formulas in FO(D)

Proof of the third claim of Proposition 5.7. Let a, b > 0 be the numbers from
the Lemmas 5.2 and 5.6, respectively, and set c = max{a, b + 1}. Note that
c > 1 is of size O(||σ||).

We extend the inductive invariant stated in the proof of the first two claims
of Proposition 5.7 (in Section 5.2.3) by

(d) The algorithm terminates after at most max{2K, 2P}(||ϕ||·νd(4q))c time steps.

The cases of ϕ being quantifier-free or a Boolean combination of formulas
with generalised quantifier rank > 1 are trivial.

Assume that ϕ is of the form (Q+k) y ϕ′ for a quantifier Q ∈ D ∪ {∃} and
k > 0, and with generalised quantifier rank q > 1. By the induction hypothesis
(d), the formula ψ′ is computed in time

max{2K, 2P}(||ϕ
′||·νd(4q−1))c

which is also an upper bound on the size ||ψ′|| of ψ′. Furthermore, ψ′ has
locality radius 6 4q−1. We apply the algorithm from Lemma 5.6 to the formula
(Q+k) y ψ′. This algorithm requires at most

||ψ′|| ·max{2k, 2p}((n+1)·νd(4·4q−1))b

6 max{2K, 2P}(||ϕ
′||·νd(4q−1))c+((n+1)·νd(4q))b

time steps. Let N := ||ϕ|| · νd(4q). Then we have

(||ϕ′|| · νd(4q−1))c + ((n+1) · νd(4q))b

6 (||ϕ|| · νd(4q)− 1)c + (||ϕ|| · νd(4q))c−1 = (N − 1)c +Nc−1

= Nc ·
((

N−1
N

)c
+ 1

N

)
6 Nc ·

(
N−1
N + 1

N

)
= (||ϕ|| · νd(4q))c .
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Consequently, the algorithm terminates after at most

max{2K, 2P}(||ϕ||·νd(4
q))c

time steps.

6.3. Summary: Proof of Theorem 3.4

We can now prove the upper bound on the runtime of the algorithm for the
construction of Hanf normal forms for FO(Q), for sets Q of ultimately periodic
quantifiers, as stated in Theorem 3.4.

Proof of Theorem 3.4. We analyse the algorithm’s runtime when receiving as
input a degree bound d > 2, a signature σ, and a formula ϕ ∈ FO(U)[σ] with
||σ|| 6 ||ϕ||. Let q > 0 be the quantifier rank of ϕ. Note that the generalised
quantifier rank of ϕ is 6 q. Let Q ⊆ U be the set of unary counting quantifiers
that occur in ϕ and let D = {Dp : p > 1 and there is a Q ∈ Q of period p}.
Finally, let P = max{p : p = 1 or Dp ∈ D}. Note that P 6 ||ϕ||.

Step (1): The algorithm of Proposition 5.1 computes an FO(D)[σ]-formula ϕ1

that is equivalent to ϕ and that has displacement K 6 w(ϕ) and
generalised quantifier rank q. This takes time at most

||ϕ|| · w(ϕ)O(q) 6 2poly(||ϕ||)

For the latter inequality recall that q 6 ||ϕ|| and w(ϕ) 6 ||ϕ||.

Step (2): The algorithm of Proposition 5.7 computes an hnf-formula ψ1 ∈
FO(D)[σ] that is d-equivalent to ϕ1 and of locality radius 6 4q. Since
||σ||,K, P, q 6 ||ϕ|| and ||ϕ1|| 6 2poly(||ϕ||) this takes time at most

max{2K, 2P}(||ϕ1||·νd(4q))O(||σ||)
6 2

(
2poly(||ϕ||)·νd(4||ϕ||)

)O(||ϕ||)

.

For the same reason, the displacement of ψ1 is bounded by

max{K,P}+ ||ϕ1|| · νd(4q) 6 2poly(||ϕ||) · νd(4||ϕ||) .

We now consider the special cases d = 2 and d > 3.

For d = 2, we have νd(r) 6 2r+1 for every r > 0. Hence, the formula
ψ1 can be computed in time

2

(
2poly(||ϕ||)·(2·4||ϕ||+1)

)O(||ϕ||)

6 22
poly(||ϕ||)

and has displacement in

2poly(||ϕ||) · (2 · 4||ϕ|| + 1) 6 2poly(||ϕ||).
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For d > 3, we have νd(r) 6 dr+1 for every r > 0. Hence, the formula
ψ1 can be computed in time

2

(
2poly(||ϕ||)·d4

||ϕ||+1
)O(||ϕ||)

6 2d
2O(||ϕ||)

.

and has displacement in

2poly(||ϕ||) · d4
||ϕ||+1 6 d2

O(||ϕ||)
.

Step (3): Finally, the algorithm of Proposition 5.9 computes for each counting-
sentence (Dp+k) y γ in ψ1 an equivalent hnf-sentence from FO(Q)[σ].
The displacement of the constructed hnf-formula is at most

k + ||Q||+ p 6 2poly(||ϕ||) · νd(4||ϕ||)

where Q ∈ Q is ultimately periodic with period p. Furthermore, this
takes time at most

O((||Q||+k)3 · ||γ||) 6 O((||ϕ||+k)3 · ||ψ1||) .

Hence, the construction of the hnf-formula ψ from ψ1 takes time

O(||ψ1|| · (||ϕ||+2poly(||ϕ||) · νd(4||ϕ||))3 · ||ψ1||)
= O(||ψ1||2 · 2poly(||ϕ||) · νd(4||ϕ||)3) .

Note that ψ has the same locality radius 6 4q as ψ1 and displacement

2poly(||ϕ||) · νd(4||ϕ||) .

Again, we distinguish the cases d = 2 and d > 3.

For d = 2, νd(r) 6 2r+1 (for all r > 0) and hence ψ has displacement
6 2poly(||ϕ||) and is constructed in time

22
poly(||ϕ||)

.

For d > 3, νd(r) 6 dr+1 (for all r > 0) and hence ψ has displacement

6 d2
O(||ϕ||)

and is constructed in time

2d
2O(||ϕ||)

.

Altogether, for a degree bound d > 2, ψ is an hnf-formula from FO(Q)[σ] that
is d-equivalent to ϕ and can be computed in time

22
poly(||ϕ||)

for d = 2, and 2d
2O(||ϕ||)

for d > 3.

This completes the proof of Theorem 3.4.
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7. Model-checking

This section is devoted to the proof of Theorem 3.5.

Proof of Theorem 3.5.
Let ϕ(x), A, and a be the algorithm’s input, where σ is the relational signature
that consists of precisely the relation symbols occurring in ϕ, and A is a σ-
structure. Let Q ⊆ U be the set of (ultimately periodic) unary counting
quantifiers that occur in ϕ.

For checking whether A |= ϕ[a], the algorithm proceeds as follows:

Step (1): Compute an upper bound d > 2 on the degree of A.

Step (2): Use the algorithm from Theorem 3.4 to transform ϕ(x) into a d-equivalent
FO(Q)[σ]-formula ψ(x) in Hanf normal form.

Step (3): For each sphere-formula α that occurs in ψ, check if A |= α[a], and
replace each occurrence of α in ψ with the Boolean constant 1 if
A |= α[a], and with the Boolean constant 0 otherwise.

Step (4): For each counting-sentence χ that occurs in ψ, check if A |= χ, and
replace each occurrence of χ in ψ with the Boolean constant 1 if
A |= χ, and with the Boolean constant 0 otherwise.

Step (5): After having performed the steps (1)–(4), ψ is a Boolean combination
of the Boolean constants 0 and 1. Evaluate this Boolean combination
and output “yes” if the result is 1, and output “no” if the result is 0.

Obviously, the algorithm’s output is “yes” if, and only if, A |= ϕ[a]. For analysing
the algorithm’s runtime, we use the same conventions as in [7]. I.e., we use
random-access machines with a uniform cost measure, and the input structure
A is given by an adjacency list representation of size linear in

||A|| := ||σ|| + |A| +
∑
R∈σ
|RA| · ar(R).

We let n := |x| and let x = (x1, . . . , xn) and a = (a1, . . . , an). For the following
runtime analysis of each of the steps (1)–(5), note that n, ||σ||, and ||Q|| are
smaller than ||ϕ||, for each Q ∈ Q.

Step (1): To compute d, compute an adjacency list representation ofA’s Gaifman-
graph GA: For each R ∈ σ and each occurrence of an element of A in
a tuple of RA, we have to add at most ar(R) 6 ||σ|| edges to GA. For
each edge, this takes time O(d), since A is d-bounded. In summary,
computing GA and d takes time at most O(||A|| · ||σ|| · d).

Step (2): According to Theorem 3.4, this takes time at most

22
poly(||ϕ||)

for d = 2, and 2d
2O(||ϕ||)

for d > 3.
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Recall that ψ(x) is a Boolean combination of sphere-formulas of the
form sphρ(x

′) and counting-sentences (Q+k) y sphτ (y), where x′ is
a tuple of free variables from x, ρ is a d-bounded type with radius
6 4qr(ϕ) and |x′| centres, Q ∈ Q, k ∈ N, and τ is a d-bounded type
with radius 6 4qr(ϕ) and one centre.

Step (3): Consider a sphere-formula α(x′) := sphρ(x
′), where x′ = (xi1 , . . . , xim)

for 1 6 m 6 n and i1, . . . , im ∈ [1, n], and where ρ is a d-bounded
type with radius r 6 4qr(ϕ) and m centres.

To decide whether A |= α[a′], for a′ = (ai1 , . . . , aim), we have to check
whether NAr (a′) ∼= ρ. Note that the universe of NAr (a′) has size at
most

N := m · νd(r) 6 ||ϕ|| · νd(4qr(ϕ)),
i.e., size at most

2O(||ϕ||) for d = 2, and d2
O(||ϕ||)

for d > 3.

Furthermore, the structure NAr (a′) can be computed within the same
time bound, which we will denote by t1(||ϕ||) in the following. As
explained at the beginning of Section 6, checking if NAr (a′) ∼= ρ can

be done in time t2(||ϕ||) := 2O(||σ||·N2), which is at most

22
O(||ϕ||)

for d = 2, and 2d
2O(||ϕ||)

for d > 3.

Since there are at most ||ψ|| sphere-formulas in ψ, the entire Step (3)
takes time at most ||ψ|| · (t1(||ϕ||) + t2(||ϕ||)), i.e., time at most

22
poly(||ϕ||)

for d = 2, and 2d
2O(||ϕ||)

for d > 3.

Step (4): Consider a counting-sentence χ := (Q+k) y sphτ (y) that occurs in
ψ. In particular, τ is a d-bounded type with radius r 6 4qr(ϕ) and
with one centre. To decide whether A |= χ, we first compute the
number kτ of elements a ∈ A with NAr (a) ∼= τ , and then we check if
kτ ∈ (Q+k). The latter can be done easily, as Q is ultimately periodic.
To compute kτ , we consider every a ∈ A, compute NAr (a), and check
whether NAr (a) ∼= τ . From Step (3) we know that for each a ∈ A this
can be done in time t1(||ϕ||) + t2(||ϕ||). Since there are at most ||ψ||
counting-sentences in ψ, the entire Step (4) takes time at most

||ψ|| · |A| · (t1(||ϕ||) + t2(||ϕ||)),

i.e., time at most

22
poly(||ϕ||)

· |A| for d = 2, and 2d
2O(||ϕ||)

· |A| for d > 3.

Step (5): Evaluating the resulting variable-free Boolean expression takes time
polynomial in the length of this expression, i.e., time polynomial in ||ψ||.
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In summary, the total running time of the algorithm is

22
poly(||ϕ||)

· ||A|| for d = 2, and 2d
2O(||ϕ||)

· ||A|| for d > 3.

This completes the proof of Theorem 3.5.

8. Lower bound

In this section we show that the algorithm of Theorem 3.4 is worst-case
optimal for each d > 2, even for the special case of an input formula from plain
first-order logic. Our proofs follow the basic idea of the lower bound from [2],
which covers the case d = 3 for output formulas from plain first-order logic. This
section’s main result reads as follows.

Theorem 8.1. Let σ = {E,P} be a signature consisting of a binary relation
symbol E and a unary relation symbol P . Let d ∈ N with d > 2.

There is no algorithm that computes, upon input of an FO[σ]-sentence ϕ, a
d-equivalent hnf-sentence ψ in FO(U)[σ] in time at most

22
o(||ϕ||)

if d = 2, and 2d
2o(||ϕ||)

if d > 3 .

As an intermediate step for proving the theorem, we will consider signatures
σd that depend on the degree bound d. For the remainder of this section, let P
be a unary relation symbol and let S1, S2, . . . be pairwise distinct binary relation
symbols. For each d > 2 let σd := {S1, . . . , Sd−1, P}. We will construct suitable
sequences of “small” FO[σd]-formulas for which we can show lower bounds on
the size of d-equivalent hnf-sentences. These formulas are described in the proof
of the following Theorem 8.2, for which we need some more notation.

Let d ∈ N with d > 2. For a σd-structure A and elements a, b ∈ A with
(a, b) ∈ SAi for some i ∈ [1, d) we say that b is an Si-successor of a. A directed path
(of length ` ∈ N) in A (from node a0 to node a`) is a sequence (a0, . . . , a`) ∈ A`+1

such that for each j ∈ [0, `) there is an i ∈ [1, d) with (aj , aj+1) ∈ SAi . The
structure A is called acyclic if it contains no node a ∈ A such there is a directed
path from a to a of length ` > 1 in A. For a, b ∈ A we say that b is reachable
from a in A if there is a directed path (of some length ` > 0) from a to b in A.
We write ReachAa to denote the set of all nodes b ∈ A that are reachable from a
in A.

A labelled and ordered (d−1)-ary tree is a σd-structure A with the following
properties:

1. A is acyclic,

2. there is a unique node a0 ∈ A (called the root of A) such that every node
b ∈ A is reachable from a0 in A,

3. for every b ∈ A with b 6= a0 there is a unique i ∈ [1, d) and a unique a ∈ A
such that (a, b) ∈ SAi , and
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4. for every a ∈ A and every i ∈ [1, d) there exists at most one b ∈ A with
(a, b) ∈ SAi .

The height of a node a in a labelled and ordered (d−1)-ary tree A is the
length of the unique path from the root to a. A leaf is a node without any
successor. A node is called full if it has an Si-successor for each i ∈ [1, d). A is
said to be complete with height h ∈ N if each of its nodes is either full or a leaf,
and all leaves have height h.

For each h > 0, we let Td,h be the set of all (up to isomorphism) complete
labelled and ordered (d−1)-ary trees with height precisely h. Clearly, every
structure in Td,h has degree at most d.

Since T2,h is the set of all (up to isomorphism) labelled paths of length h,
the cardinality of T2,h grows exponentially with h. More precisely, the universe
of each structure in T2,h consists of n2,h := h+1 elements, and there are exactly
2n2,h pairwise non-isomorphic complete labelled and ordered 1-ary trees with
height h. Therefore,

|T2,h| = 2h+1 . (19)

For each d > 3, the cardinality of Td,h grows 2-fold exponentially with h. More

precisely, the universe of each structure in Td,h consists of nd,h :=
∑h
i=0(d−1)i

elements, and there are exactly 2nd,h pairwise non-isomorphic complete labelled
and ordered (d−1)-ary trees with height h. Therefore, |Td,h| = 2nd,h , and since
(d−1)h 6 nd,h < (d−1)h+1, we have

2(d−1)
h

6 |Td,h| 6 2(d−1)
h+1

for each d > 3 . (20)

This section’s technical main result, from which we will infer Theorem 8.1, is
the following theorem.

Theorem 8.2. Let d ∈ N with d > 2. There is a number cd > 1 of size O(d2)
and a sequence (ϕd,m)m>1 of FO[σd]-sentences such that the following holds for
every m > 1:

(1) ϕd,m has size at most cd ·m , and

(2) every hnf-sentence in FO(U)[σd] that is d-equivalent to ϕd,m has size at
least |Td,2m |.

Note that this immediately implies the statement of Theorem 8.1 for d = 2
(with E := S1). To also obtain the statement of Theorem 8.1 for d > 3, we will
interpret σd-structures in structures of signature σ = {E,P} and modify the
sentences provided by Theorem 8.2 accordingly.

The rest of this section is organised as follows. In Section 8.1 we prove a
lemma that provides the “combinatorial essence”, which is used for proving
Theorem 8.2 in Section 8.2. Section 8.3 uses a standard interpretation argument
to transfer the statement of Theorem 8.2 to a fixed signature σ = {E,P} that is
independent of d. The proof of Theorem 8.1 is then presented in Section 8.4.
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8.1. The combinatorial essence used for proving Theorem 8.2

Let σ be a relational signature. We call a set C of σ-structures substructure-
free if for every A in C and every B ⊆ A with ∅ 6= B 6= A, the induced
substructure A[B] is not isomorphic to any structure in C. Observe that the set
Td,h is substructure-free for each d > 2 and each h > 0.

A class C of σ-structures is said to be closed under induced substructures
if for all structures A in C and all ∅ 6= B ⊆ A, C also contains a structure
that is isomorphic to the induced substructure A[B]. The disjoint union of
two σ-structures A1 and A2 is defined as the σ-structure B := A1 ⊕ A2 with
universe B = (A1 × {1}) ∪ (A2 × {2}) and where RB = {

(
(a1, 1), . . . , (ar, 1)

)
:

(a1, . . . , ar) ∈ RA1}∪{
(
(a1, 2), . . . , (ar, 2)

)
: (a1, . . . , ar) ∈ RA2} for every R ∈ σ

and r := ar(R). A class C of σ-structures is said to be closed under disjoint
unions if for all σ-structures A1,A2 in C, C also contains a structure that is
isomorphic to A1 ⊕A2. For a positive integer m and a σ-structure A we write
mA to denote the disjoint union of m copies of A.

A σ-structure is called connected if its Gaifman graph is connected. Note
that for every (finite) σ-structure A there exists a finite set S of pairwise non-
isomorphic connected σ-structures and a mapping m : S → N>1 such that A is
isomorphic to the disjoint union of the structures m(B)B for all B ∈ S. The
set S and the mapping m are unique up to isomorphism. In the following, we
will write SA and mA to denote the set S and the mapping m associated with a
σ-structure A, and we will identify A with the structure ⊕B∈SAmA(B)B.

For a σ-structure A and a connected σ-structure C, the number of disjoint
copies of C in A is defined to be 0 if SA contains no structure that is isomorphic
to C, and mA(C′) if SA contains a structure C′ that is isomorphic to C. For an
integer i we say that A contains at most (at least, exactly) i disjoint copies of C
if the number of disjoint copies of C in A is at most (at least, exactly) i.

Lemma 8.3. Let σ be a finite relational signature and let D be a class of
σ-structures that is closed under disjoint unions and induced substructures. Let
C be a finite substructure-free subset of D such that each structure in C is
connected and has a universe of size at least 2, and the structures in C are
pairwise non-isomorphic.

Suppose that ψ is an hnf-sentence in FO(U)[σ] such that for every A ∈ D,

A |= ψ ⇐⇒ A contains at most one disjoint copy of each structure from C.

Then, ψ contains at least |C| counting-sentences and hence, ||ψ|| > |C|.

Proof. Let ψ be such an hnf-sentence in FO(U)[σ] and suppose for contradiction
that ψ contains less than |C| counting-sentences. Let (Q1+k1) y sphτ1(y), . . . ,
(Qs+ks) y sphτs(y) for s < |C| be a list of all the counting-sentences that occur
in ψ.

Claim 8.4. There is a C ∈ C such that (C, c) 6∼= τi, for all c ∈ C and i ∈ [s].

Proof. Assume for contradiction that for each C ∈ C there is a cC ∈ C and an
iC ∈ [s] such that (C, cC) ∼= τiC . Since s < |C|, there exist two distinct C and C′
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in C such that iC = iC′ . But then, (C, cC) ∼= τiC
∼= (C′, cC′), which implies that C

is isomorphic to C′ and contradicts the assumption that the structures in C are
pairwise non-isomorphic. This completes the proof of Claim 8.4.

For the remainder of this proof let C be a fixed structure provided by Claim 8.4.
For each i ∈ [s] let pi be the period of the ultimately periodic set (Qi+ki),

let ni be an offset of (Qi+ki), and let ri be the radius of the sphere-formula
sphτi(y). Let R := max{r1, . . . , rs}, let K := max{n1, . . . , ns}, and let P be the
least common multiple of the numbers p1, . . . , ps.

Let A be the σ-structure obtained as the disjoint union of K copies of
all proper induced substructures of C of the form C[NCr (c)] with c ∈ C and
r 6 R (such structures exist since the universe of C has at least two elements).
Furthermore, let B be the σ-structure obtained as the disjoint union of A and of
2P copies of C.

Claim 8.5. A,B ∈ D, A contains 0 disjoint copies of each structure from C,
and B contains 2P disjoint copies of C and 0 disjoint copies of each structure
from C \ {C}.

Proof. The first statement is true since C ∈ C ⊆ D and D is closed under
disjoint unions and induced substructures. The second statement is true since
C is substructure-free and A only contains disjoint copies of proper induced
substructures of the structure C ∈ C. The third statement is true since B is the
disjoint union of A and 2P copies of C. This completes the proof of Claim 8.5

Recall that by our assumption, a structure from D satisfies the sentence ψ if
and only if it contains at most one disjoint copy of each structure from C. Thus,
by Claim 8.5 we have

A |= ψ and B 6|= ψ . (21)

Recall that ψ is a Boolean combination of the counting-sentences (Qi+ki) y sphτi(y)
for i ∈ [s]. Consider an arbitrary τi ∈ {τ1, . . . , τs}. By the choice of the structures
A and B we have

nBτi := |{ b ∈ B : NBr (b) ∼= τi }|
= |{ a ∈ A : NAr (a) ∼= τi }| + 2P · |{c ∈ C : N Cr (c) ∼= τi}|
= nAτi + 2P · nCτi

for nAτi := |{ a ∈ A : NAr (a) ∼= τi }| and nCτi := |{ c ∈ C : N Cr (c) ∼= τi }|.
Suppose nAτi 6= nBτi . Then nBτi > nAτi and there is some c ∈ C with N Cr (c) ∼= τi.
From Claim 8.4 we know that (C, c) 6∼= τi, and hence C[NCr (c)] is a proper induced
substructure of C. Thus, A contains K disjoint copies of C[NCr (c)]. Therefore, if
nCτi > 1, then nAτi > K. In summary, we thus have

either nBτi = nAτi or nBτi > nAτi > K and nBτi ≡ n
A
τi mod P. (22)
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Recall that (Qi+ki) has period pi and P is a multiple of pi. Furthermore,
(Qi+ki) has offset ni 6 K. Thus, from (22) we obtain that nAτi ∈ (Qi+ki) ⇐⇒
nBτi ∈ (Qi+ki). Hence,

A |= (Qi+ki) y sphτi(y) ⇐⇒ B |= (Qi+ki) y sphτi(y) ,

and this holds for all i ∈ [s]. Since ψ is a Boolean combination of the sentences
(Qi+ki) y sphτi(y) for i ∈ [s], this implies that

A |= ψ ⇐⇒ B |= ψ .

This contradicts (21) and completes the proof of Lemma 8.3.

8.2. Proof of Theorem 8.2

For the proof of Theorem 8.2, we will use FO[σd]-formulas which identify
the roots of trees from Td,2m in σd-structures, and which recognise isomorphic
copies of trees from Td,2m . These formulas are provided by the following lemma,
whose proof is implicit in [9].

Lemma 8.6. For each d ∈ N with d > 2 there is a number cd ∈ N>1 of
size O(d2), and for each m ∈ N>1 there are FO[σd]-formulas treed,2m(x) and
isod,2m(x, x′) of size at most cd · m, such that the following holds for every
σd-structure A.

(a) For every a ∈ A,

A |= treed,2m [a] ⇐⇒ A[ReachAa ] is isomorphic to a tree in Td,2m .

(b) For all a, a′ ∈ A with A |= treed,2m [a] and A |= treed,2m [a′],

A |= isod,2m [a, a′] ⇐⇒ A[ReachAa ] ∼= A[ReachAa′ ] .

Proof. In the same way as in the proof of [9, Lemma 25] we define for each
` ∈ N an FO[σd]-formula δd,6`(x, y, x

′, y′) with the following property: If A is a
σd-structure and a, b, a′, b′ ∈ A, then A |= δd,6`[a, b, a

′, b′] if, and only if, there
are directed paths (c0, . . . , cn) and (c′0, . . . , c

′
n) in A of the same length n 6 `

and with a = c0, b = cn, a′ = c′0, b′ = c′n, such that for every j ∈ [0, n) there is
an i ∈ [1, d) such that (cj , cj+1) and (c′j , c

′
j+1) belong to SAi .

For ` = 0 we let

δd,60(x, y, x′, y′) := x=y ∧ x′=y′ ,

and for ` = 1 we let

δd,61(x, y, x′, y′) := δd,60(x, y, x′, y′) ∨
∨

j∈[1,d)

(
Sj(x, y) ∧ Sj(x′, y′)

)
.
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For all ` > 1 we let

δd,62`(x, y, x
′, y′) := ∃z∃z′∀u∀v∀u′∀v′

((
(u=x ∧ u′=x′ ∧ v=z ∧ v′=z′) ∨

(u=z ∧ u′=z′ ∧ v=y ∧ v′=y′)
)

→ δd,6`(u, v, u
′, v′)

)
and

δd,62`+1(x, y, x′, y′) := ∃z∃z′
(
δd,61(x, z, x′, z′) ∧ δd,62`(z, y, z

′, y′)
)
.

Clearly, there is a number c′d of size O(d) such that the formula δd,6` has size at
most c′d · log `.

Note that the formula πd,6`(x, y) := δd,6`(x, y, x, y) expresses that there
is a directed path of length at most ` from x to y. We let treed,2m(x) be the
conjunction of the following formulas:

• ∀y
(
πd,62m+1(x, y) → πd,62m(x, y)

)
• ∀y ∀y′

( (
πd,62m(x, y) ∧ πd,62m(x, y′) ∧ πd,62m(y, y′) ∧ πd,62m(y′, y)

)
→

y′=y
)

• ∀y
(
πd,62m−1(x, y) →∧

i∈[1,d) ∃z
(
Si(y, z) ∧ ∀z′ (Si(y, z′)→ z′=z )

) )
•
∧
i∈[1,d) ∀y ∀z

( (
Si(y, z) ∧ πd,62m(x, y) ∧ πd,62m(x, z)

)
→

¬∃y′
(
πd,62m(x, y′) ∧

∨
j 6=i Sj(y

′, z)
) )

•
∧
i∈[1,d) ∀y ∀z

( (
Si(y, z) ∧ πd,62m(x, y) ∧ πd,62m(x, z)

)
→

¬∃y′
(
πd,62m(x, y′) ∧ Si(y′, z) ∧ ¬y′=y

) )
Clearly, there is a number cd of size O(d2) such that the formula treed,2m(x) has
size at most cd ·m. Furthermore, it is not difficult to verify that the formula
treed,2m(x) has the property stated in part (a) of Lemma 8.6. To prove part (b)
of Lemma 8.6, we can choose

isod,2m(x, x′) := ∀y ∀y′
(
δd,62m(x, y, x′, y′) →

(
P (y)↔ P (y′)

) )
.

This completes the proof of Lemma 8.6.

The proof of Theorem 8.2 is now obtained by combining Lemma 8.6 with
Lemma 8.3.

Proof of Theorem 8.2. Let d ∈ N with d > 2. For h ∈ N we let Fd,h be the
closure of Td,h under disjoint unions and induced substructures.
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For each m ∈ N>1 we use the formulas treed,2m(x) and isod,2m(x, x′) from
Lemma 8.6 and let

rootd,2m(x) := treed,2m(x) ∧ ¬∃y
∨

i∈[1,d)

Si(y, x)

and

ϕd,m := ∀x∀x′
((

rootd,2m(x) ∧ rootd,2m(x′) ∧ ¬x=x′
)
→ ¬ isod,2m(x, x′)

)
.

From Lemma 8.6 we obtain a number cd > 1 of size O(d2) such that for each
m > 1 the formula ϕd,m has size at most cd ·m. Moreover, for every σd-structure
A in Fd,2m we have

A |= ϕd,m ⇐⇒ A contains at most one disjoint copy of each structure in Td,2m .

From Lemma 8.3 we obtain that every hnf-sentence ψ in FO(U)[σd] that is
equivalent to ϕd,m on Fd,2m has size at least |Td,2m |. Since all structures in
Fd,2m have degree at most d, the proof of Theorem 8.2 is complete.

8.3. Transferring the statement of Theorem 8.2 to the signature σ = {E,P}
By a standard interpretation argument, we obtain the following corollary.

Corollary 8.7. Let σ = {E,P} be the signature consisting of a binary relation
symbol E and a unary relation symbol P . Let d ∈ N with d > 2. There is a
number cd ∈ N>1 of size O(d4) and a sequence (ϕ′d,m)m>1 of FO[σ]-sentences
such that the following holds for every m > 1:

(1) ϕ′d,m has size at most cd ·m, and

(2) every hnf-sentence in FO(U)[σ] that is d-equivalent to ϕ′d,m has size at
least |Td,2m |.

Proof. For d = 2, the statement is obtained from Theorem 8.2 by letting E := S1.
Let d > 3 and recall that σd = {P, S1, . . . , Sd−1}. With every σd-structure A we
associate a σ-structure B as follows. Every element a ∈ A is represented by the
element a ∈ B, and we have (a, a) 6∈ EB. We let PB := PA. For every i ∈ [1, d),
every Si-edge e = (a, a′) ∈ SAi is represented by a directed path (a, e1, . . . , ei, a

′)
in B where e1, . . . , ei are pairwise distinct new nodes satisfying the following:
for every j ∈ [1, i] we have (ej , ej) ∈ EB, and there exists exactly one element
b ∈ B with b 6= ej and (b, ej) ∈ EB, and there exists exactly one element b ∈ B
with b 6= ej and (ej , b) ∈ EB. We write Ã to denote this σ-structure B that
represents the σd-structure A.

For every FO(U)[σd]-formula ϕ, let ϕ̃ be the FO(U)[σ]-formula obtained
from ϕ as follows:

1. relativise every quantifier to elements x that satisfy ¬E(x, x)
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2. replace every atomic subformula of the form Si(x, y) by the FO[σ]-formula

edgeSi(x, y) := ∃z1 · · · ∃zi


∧

16j6i

E(zj , zj) ∧
∧

16j<j′6i

¬ zj=zj′ ∧

E(x, z1) ∧
∧

16j<i

E(zj , zj+1) ∧ E(zi, y)

 .

Clearly, ϕ̃ is of size O(d2) · ||ϕ||, and if ϕ is a sentence, then for all σd-structures

A we have A |= ϕ ⇐⇒ Ã |= ϕ̃.

Now, revisiting the proof of Theorem 8.2, let T′d,h := {Ã : A ∈ Td,h}, let
F′d,h be the closure of T′d,h under disjoint unions and induced substructures, and
note that every structure in F′d,h has degree at most d. Note that T′d,h is a finite
substructure-free subset of F′d,h such that each structure in T′d,h is connected
and has a universe of size at least 2, and the structures in T′d,h are pairwise
non-isomorphic. Furthermore, |T′d,h| = |Td,h|. From Lemma 8.3 we obtain that
if ψ′h is an hnf-sentence in FO(U)[σ] such that for every structure B in F′d,h we
have

B |= ψ′h ⇐⇒ B contains at most one disjoint copy of each structure from T′d,h

then ||ψ′h|| > |Td,h|.
Recall the FO[σd]-sentence ϕd,m from the proof of Theorem 8.2 and consider

the associated FO[σ]-sentence ϕ̃d,m. Then, ϕ̃d,m has size at most c̃d ·m for a
number c̃d > 1 of size O(d4). Moreover, for every σd-structure A in Fd,2m we
have

Ã |= ϕ̃d,m
⇐⇒ A |= ϕd,m
⇐⇒ A contains at most one disjoint copy of each structure in Td,2m

⇐⇒ Ã contains at most one disjoint copy of each structure in T′d,2m .

To obtain the analogous statement not only for structures in {Ã : A ∈ Fd,2m},
but for all structures B in F′d,2m , we slightly modify the formula ϕ̃d,m by choosing

root′d,2m(x) := r̃ootd,2m(x) ∧ ¬∃y E(y, x)

and

ϕ′d,m := ∀x∀x′
((

root′d,2m(x) ∧ root′d,2m(x′) ∧ ¬x=x′
)
→ ¬ ĩsod,2m(x, x′)

)
.

Clearly, ϕ′d,m has size at most cd ·m for a number cd > 1 of size O(d4). Further-
more, it is straightforward to verify that for all B in F′d,2m we have

B |= ϕ′d,m
⇐⇒ B contains at most one disjoint copy of each structure in T′d,2m .

From Lemma 8.3 we conclude that every hnf-sentence in FO(U)[σ] that is d-
equivalent to ϕ′d,m has size at least |T′d,2m | = |Td,2m |. This completes the proof
of Corollary 8.7.
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8.4. Proof of Theorem 8.1

Theorem 8.1 follows easily by combining Corollary 8.7 with the following
lemma.

Lemma 8.8. Let σ be a relational signature and let d ∈ N with d > 2. Suppose
that there is a number cd ∈ N>1, a sequence (ϕd,m)m>1 of FO[σ]-sentences, and a
strictly increasing function fd : N→ N>1 such that for every m ∈ N the following
holds:

(1) ϕd,m has size at most cd ·m, and

(2) every hnf-sentence in FO(U)[σ] that is d-equivalent to ϕd,m has size at
least fd(m−1).

Then, there is no algorithm which upon input of an FO[σ]-sentence ϕ computes
in time fd(o(||ϕ||)) an hnf-sentence in FO(U)[σ] that is d-equivalent to ϕ.

Proof. For contradiction, assume that there are a monotonically increasing
function g(n) ∈ o(n) and an algorithm which upon input of an FO[σ]-sentence ϕ
computes in time fd(g(||ϕ||)) an hnf-sentence ψ in FO(U)[σ] that is d-equivalent
to ϕ. Then, in particular, ||ψ|| 6 fd(g(||ϕ||)).

For each m ∈ N>1 let ψd,m be the hnf-sentence computed by the algorithm
upon input of ϕd,m. Then, ψd,m has size

fd(m−1) 6 ||ψd,m|| 6 fd
(
g(||ϕd,m||)

)
6 fd

(
g(cd ·m)

)
.

Hence, for each m ∈ N>1 we have

m−1 6 g(cd ·m) . (23)

But by assumption we have g(n) ∈ o(n). Therefore, in particular for ε := 1/(2cd)
there is an n0 such that g(n) < ε · n for all n > n0. This implies that for all
m ∈ N>1 with m > max{2, (n0/cd)} we have g(cd ·m) < ε · cd ·m = m/2 6 m−1.
This is a contradiction to (23) and completes the proof of Lemma 8.8.

We are now ready for the proof of Theorem 8.1.

Proof of Theorem 8.1.
First, consider the case that d = 2. Let E := S1 such that σ2 = σ. Recall from
(19) that |T2,2m | = 22m+1. In particular, |T2,2m | > f2(m−1) for the function
f2 : N→ N>1 with f2(n) := 22

n

. For the sequence (ϕ2,m)m>1 of FO[σ2]-sentences
provided by Theorem 8.2, we know that there is a number c2 ∈ N>1 such that for
each m ∈ N>1, ||ϕ2,m|| 6 c2 ·m and, moreover, every hnf-sentence in FO(U)[σ2]
that is 2-equivalent to ϕ2,m has size > f2(m−1). From Lemma 8.8 we obtain
that there is no algorithm which upon input of an FO[σ]-sentence ϕ computes

in time f2(o(||ϕ||)) = 22
o(||ϕ||)

an hnf-sentence in FO(U)[σ] that is 2-equivalent to
ϕ. This proves the statement of Theorem 8.1 for d = 2.
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Now, consider the case that d ∈ N with d > 3. Recall from (20) that

|Td,2m | > 2(d−1)2
m

. Note that for all d > 3 we have (d−1)2 > d. Hence, for all
h > 1 we have (d−1)2h > dh, and therefore,

|Td,2m | > 2(d−1)
2m

> 2d
2m−1

.

Consider the function fd : N → N>1 with fd(n) = 2d
2n

for all n ∈ N. For the
sequence (ϕ′d,m)m>1 of FO[σ]-sentences provided by Corollary 8.7, we know that
there is a number cd ∈ N>1 such that for each m ∈ N>1, ||ϕ′d,m|| 6 cd ·m and,
moreover, every hnf-sentence in FO(U)[σ] that is d-equivalent to ϕ′d,m has size
> |Td,2m | > fd(m−1). From Lemma 8.8 we obtain that there is no algorithm

which upon input of an FO[σ]-sentence ϕ computes in time fd(o(||ϕ||)) = 2d
2(o(||ϕ||))

an hnf-sentence in FO(U)[σ] that is d-equivalent to ϕ. This completes the proof
of Theorem 8.1.

9. Conclusion

We have generalised the notion of Hanf normal forms from first-order logic FO
to first-order logic with unary counting quantifiers FO(Q). Our first main result
(Theorem 3.3) precisely characterises those sets Q of unary counting quantifiers
that permit Hanf normal forms: the logic FO(Q) permits Hanf normal forms if,
and only if, all sets in Q are ultimately periodic.

Our second main result (Theorem 3.4) provides an algorithm which, for
any set Q of ultimately periodic sets and any degree bound d ∈ N, transforms
an input FO(Q)-formula ϕ into an FO(Q)-formula in Hanf normal form that
is equivalent to ϕ on all (finite) structures of degree at most d. We provided
a runtime analysis which showed that for d > 3 this algorithm uses time at
most 3-fold exponential in the size of ϕ, and for d = 2 it uses time at most
2-fold exponential in the size of ϕ. We generalised a lower bound of [2] to show
that for all d > 3 and plain first-order logic FO, our 3-fold exponential upper
bound is worst-case optimal. Furthermore, we adapted this lower bound to show
that also for d = 2, our 2-fold exponential upper bound is worst-case optimal
(Theorem 8.1).

As an easy application of our algorithm, we obtained that for ultimately
periodic sets Q, model-checking of FO(Q)-sentences against structures of degree
at most d can be done in time

22
poly(k)

· n for d = 2, and 2d
2O(k)

· n for d > 3 ,

where k is the size of the formula and n is the size of the structure (see The-
orem 3.5). For both cases, lower bounds of [9] show that our algorithm is
worst-case optimal already for plain first-order logic.

In [1], our algorithm for transforming FO(Q)-formulas with ultimately peri-
odic counting quantifiers Q into Hanf normal form was used to obtain efficient
algorithms for evaluating FO(Q)-queries under updates on bounded degree

43



databases. The recent article [16] presented a relaxed variant of a Hanf normal
form that exists for all FO(Q)-formulas for arbitrary sets Q of unary counting
quantifiers and, more generally, for an extension of first-order logic with counting
terms and numerical predicates.

Regarding future work, it would be interesting to investigate to which extent
our results can be extended to infinite structures.
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