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Abstract. The logic £(Q,) extends first-order logic by a generalized
form of counting quantifiers (“the number of elements satisfying ... be-
longs to the set C”). This logic is investigated for structures with an
injective w-automatic presentation. If first-order logic is extended by an
infinity-quantifier, the resulting theory of any such structure is known
to be decidable [4]. It is shown that, as in the case of automatic struc-
tures [13], also modulo-counting quantifiers as well as infinite cardinality
quantifiers (“there are » many elements satisfying ...”) lead to decidable
theories. For a structure of bounded degree with injective w-automatic
presentation, the fragment of £(Q,) that contains only effective quan-
tifiers is shown to be decidable and an elementary algorithm for this
decision is presented. Both assumptions (w-automaticity and bounded
degree) are necessary for this result to hold.

1 Introduction

Automatic structures were introduced in [8, 11]. The idea goes back to the con-
cept of automatic groups [6]. Roughly speaking, a structure is called automatic
if the elements of the universe are represented (not necessarily uniquely) as
words from a regular language and every relation (including the identity) of the
structure can be recognized by a finite state automaton with several heads that
proceed synchronously. Automatic structures received increasing interest during
the last years [1,4,9,12, 14, 16]. Recently, automatic structures were generalized
to w-automatic structures by the use of Biichi-automata instead of automata
on finite words [4]. One of the main motivations for investigating (w-)automatic
structures is the fact that every (w-)automatic structure has a decidable first-
order theory [4,11]. For automatic structures, this result has been extended to
first-order logic with modulo quantifiers [13] and the quantifier “there exist in-
finitely many” (infinity quantifier) [4]. The infinity quantifier was also shown to
lead to decidable theories in the realm of w-automatic structures [3, 4] with injec-
tive presentations (i.e., if the elements of the structure are represented by unique
w-words).> While there exist automatic structures with a non-elementary first-
order theory [4], the first-order theory of any automatic structure of bounded

3 The decidability proof of [4, Thm. 2.1] assumes an injective w-automatic presen-
tation. [4, Prop. 5.2] states that any w-automatic structure has such an injective




degree is elementarily decidable; more precisely, an upper bound of triply expo-
nential alternating time with a linear number of alternations was shown in [16].

The overall theme of this paper is to extend these results from automatic
structures to w-automatic structures and to consider more involved logics. In a
first step, we extend first-order logic by modulo-counting quantifiers as in [13]
and exact counting quantifiers for infinite cardinals. We show that any injectively
w-automatic structure has a decidable theory in this logic (Theorem 2.8). This
extends [13, Theorem 3.2] from automatic to injectively w-automatic structures
and [4, Theorem 2.1] from first-order logic with an infinity quantifier to a further
extension of this logic. The proof is based on automata-theoretic constructions,
in particular an analysis of successful runs in Muller automata.

In a second step, we consider an even more powerful logic that we call £(Q,,),
which is a finitary fragment of the logic Lo o, (Qy)* from [10]. In this logic £(Q,,)
one may use generalized quantifiers of the form Qcy : (¢¥1(y), ..., ¥n(y)), where y
is a first-order variable and C is an n-ary relation on cardinals. To determine the
truth of this formula in a model A, one first determines the cardinalities of the
sets defined by the formulas ¥;(y) (1 <1 < n). If the tuple of these cardinalities
belongs to the relation C, then the formula is true. All quantifiers mentioned
so far are special instances of these generalized quantifiers. But, e.g., also the
Hértig quantifier (“there are as many ...as ...”) falls into this category.

For every fragment £ of £(Q,) that contains only countably many gener-
alized quantifiers, and every injectively w-automatic structure A of bounded
degree, we prove that the L-theory of A can be decided by a Turing-machine
with oracle access to the relations C that are allowed in the fragment £. More-
over, this Turing-machine works in triply exponential space (Theorem 3.7). This
extends [16, Theorem 3] since it applies to (1) injectively w-automatic structures
as opposed to automatic structures and (2) to first-order logic extended by gen-
eralized quantifiers. This second main result rests on [10] where Hanf-locality is
shown for the logic £(Q,,). Our algorithm therefore has to determine how often a
given neighborhood is realized (up to isomorphism) in the structure. Differently,
in the proof of [16, Theorem 3] a similar locality principle is used to effectively
bound the search space of quantifiers to short words.

From Theorem 3.7 we deduce that every L-definable relation over an injec-
tively w-automatic structure of bounded degree is effectively first-order definable
and therefore effectively regular (Corollary 3.9). If effectiveness is not demanded,
first-order definability can be easily deduced also for non-w-automatic structures
of bounded degree from [10].

Note that our results require a structure to be w-automatic and of bounded
degree. We finish the technical part of the paper by showing that both these
assumptions are necessary, namely that our results do not hold for recursive
structures of bounded degree, nor for locally finite automatic (and hence locally
finite injectively w-automatic) structures.

presentation, but the proof is spurious (cf. Remark 2.1). So we safely use the decid-
ability for injective presentations, only.



Proofs that are omitted due to space restrictions can be found in the technical
report [15].

2 w-automatic structures, infinity and modulo quantifiers

2.1 Definitions and known results

This section introduces automata on finite and on infinite words, (w-)automatic
structures, and logics, and recalls some basic results concerning these concepts.
For more details, see [17,18] for automata theoretic issues, [4,11,13] for w-
automatic structures, and [7] as far as logics are concerned.

Biichi-automata. Let I' be a finite alphabet. With I'™* we denote the set of
all finite words over the alphabet I'. The set of all nonempty finite words is I'*.
An w-word over I' is an infinite w-sequence w = agaias--- with a; € I', we
set w(i) = a; for i € N. A (nondeterministic) Biichi-automaton M is a tuple
M = (Q,TI,0,t,F), where @ is a finite set of states, + € @ is the initial state,
F C Q is the set of final states, and § C Q x I' x @ is the transition relation.
If ' = X" for some alphabet X, then we speak of an n-dimensional Biichi-
automaton over X. A run of M on an w-word w = agajas--- is an w-word
T = pop1p2 - -+ over the set of states @ such that (p;,a;, p;+1) € 6 for all ¢ > 0.
The run r is successful if pg = ¢ and there exists a final state from F' that occurs
infinitely often in r. The language L, (M) C I'¥ defined by M is the set of all
w-words for which there exists a successful run. An w-language L C I'* is reqular
if there exists a Biichi-automaton M with L, (M) = L. The class of all regular w-
languages is closed under boolean operations and projections [17]. For two Biichi-
automata M; and M, with ny and no many states, resp., there exists a Biichi-
automaton with 3-n;-ny many states accepting the language L, (M7)N L, (M>).
The proof is based on a product construction for Biichi-automata, see e.g. [18].
For w-words wy, ..., w, € I', the convolution w1 @ we ® - -- @ wy, € (I')¥ is

w1 @ @wy = (wi(1), .., wn(1) (Wi (2), ..., wn(2)) (W (3), ..., wa(3)) -

An n-ary relation R C (™)™ is called w-automatic if the language {w ®- - -@wy, |
(w1,...,w,) € R} is a regular w-language, i.e., accepted by some n-dimensional
Biichi-automaton.

w-automatic structures. A signature is a finite set 7 of relational symbols,
where each relational symbol R € 7 has an associated arity ng. A (relational)
structure over the signature T, briefly a T-structure, is a tuple A = (A, (R*)rer),
where A is a set (the universe of A) and R4 is a relation of arity np over the
set A, which interprets the relational symbol R. We will assume that every
signature contains the equality symbol = and that =" is the identity relation
on the set A. Usually, we denote the relation R4 also with R. We will also write
a € Afor a € A. For a subset B C A we denote with A[B the restriction
(B7 (RA n BnR)RET)'



Let A be an arbitrary 7-structure with universe A. An injectively w-automatic
presentation for A is a tuple (I, L, h) such that

— I is a finite alphabet,

— L C I'¥ is a regular w-language,

— h: L — Ais a bijection, and

the relation {(u1,...,uny,) € L™ | (h(u1),...,h(un,)) € R} is w-automatic
for every R € 7.

The structure A is injectively w-automatic if there is an injectively w-automatic
presentation for A. A typical example of an injectively w-automatic structure is
(R, +).

Remark 2.1. The original definition of an w-automatic presentation requires h to
be only surjective and the relation {(u,v) € L? | h(u) = h(v)} to be w-automatic
[4]. In [4, Proposition 5.2] it is claimed that every w-automatic structure (ac-
cording to this original definition) has an injectively w-automatic presentation.
The following example shows that the proof of [4, Proposition 5.2] does not
work: Let two sets A and B of natural numbers be equivalent (A ~ B) if
and only if the symmetric difference AAB is finite. Then the quotient B of
the power-set of N wrt. =~ is a Boolean algebra. It has an w-automatic presen-
tation in the more general sense of [4] with underlying set L = {0,1}* and
h(w) = [{i € N|w(i) = 1}]~. But there is no w-regular subset K C L such that,
for any u € L, there is precisely one v € K with h(u) = h(v), as was claimed
in [4]. Tt is therefore open, whether every w-automatic structure (in the original
sense) has an injectively w-automatic presentation. Since this paper deals with
injectively w-automatic structures exclusively, we will always assume an injec-
tively w-automatic presentation (I, L, h), where L is the universe of the structure
and h is the identity function. Furthermore, we use the more concise notation “w-
automatic presentation” (resp. “w-automatic structure”) instead of “injectively
w-automatic presentation” (resp. “injectively w-automatic structure”).

Automatic structures are defined in the same way as w-automatic structures,
except that finite automata over finite words instead of Biichi-automata are used
(the convolution of finite words requires an additional letter L that is appended
to the arguments in order to make them the same length). By [3, Theorem 5.32],
a countable structure is automatic if and only if it is w-automatic.

Logic. In addition to the usual first-order quantifier 3, this section is concerned
with quantifiers 3%, 3* for a cardinal s, and 3(**) for 0 < t < k > 1 two natural
numbers. The semantics of these quantifiers are defined as follows:

— A =3z if and only if there are infinitely many a € A with A = 9(a).

— A= 3%z if and only if the set {a € A | A = ¢ (a)} has cardinality s.

- A | 3Rz if and only if the set {a € A | A |= 9(a)} is finite and
t={aec A| A= ¢(a)} mod k.



We will denote by FO the set of first-order formulas. For a class of cardinals C,
FO(3*, (%) ,.cc, (El(t’k))ogt<k>1) is the set of formulas using 3 and the quanti-
fiers listed. For any set £ of formulas, the L-theory of a structure A is the set
of sentences (i.e., formulas without free variables) from £ that hold in A. The
following result can be shown by induction on the structure of the formula ¢.

Proposition 2.2 (cf. [4,11,13]). Let (I, L,h) be an automatic presentation
for the structure A and let o(x1, . .., x,) be a formula of FO(3, (3®F)) gy 1>2)
over the signature of A. Then the relation

{(u1,...,un) € L" | AE p(h(u1),...,h(uy))}

is effectively automatic. It is effectively w-automatic if (I, L, h) is an w-automatic
presentation for the structure A and ¢ belongs to FO(3*).

This theorem implies the following result, which is one of the main motiva-
tions for investigating (w-)automatic structures.

Theorem 2.3 ([4,13]). If A is an w-automatic structure, then its FO(3°°)-
theory is decidable. If A is automatic, then even its FO(3%°, (3HF)) ooy p>o)-
theory is decidable.

Note that any automatic structure A is at most countably infinite. Hence the
quantifiers 3° and 3®° are equivalent in this setting. Furthermore, no formula
¥z 1) with s > Ng holds in A. Hence, for any countable set of cardinals C,
the FO(3%°, (3%),.cc, (ﬂ(t’k))0§t<k>1)-theory of an automatic structure is decid-
able.* In the rest of Section 2 we extend this result to w-automatic structures.

To the knowledge of the authors, the modulo quantifiers 3(*) have not yet
been considered for w-automatic structures. Since an w-automatic structure can
have up to 2%° many elements, it makes sense to consider quantifiers of the form
3 with Ry < 5 < 2%,

2.2 Cardinality and modulo quantifiers for w-automatic structures

It is the aim of this section to extend the realm of Proposition 2.2 and therefore
of Theorem 2.3 to w-automatic structures. To this aim, we fix an w-automatic
structure A with presentation (I, L,id).

Two infinite words v and w are ultimately equal, briefly v ~ w, if there exists
i € N such that v(j) = w(j) for j > 4. Since the relation ~ is w-automatic,
we can assume it to be among the relations of the w-automatic structure A.
The following lemma is our main combinatorial tool for analyzing w-automatic
structures.

Lemma 2.4. Let M be a Bichi-automaton with n states over X x I', u € X%,
and V ={v € I'* |u®@v € L,(M)}. Then |V| = 2% if and only if |V/~| >
n. Moreover, |[V| € NU {Rg,2%} and the ezact number can be computed in
polynomial space.

4 C has to be countable for otherwise the set of formulas would become uncountable
rendering the decidability question nonsense.



This lemma allows to handle the quantifiers 3% and 32",

Proposition 2.5. Let the relation R C (I'*)"™! be w-automatic. Then the re-
lation R,, = {(u1,...,upn) | A E F*xpi1 @ R(ug, ..., Un,Tny1)} is effectively
w-automatic for s € {Ng,2%0}.

Proof. Let the convolution of R be accepted by an (n + 1)-dimensional Biichi-
automaton with m states. Then the formula 3% ° 41 : R(u1, . .., tn, Tni1) i,
by Lemma 2.4, equivalent with

W = /\ x; o xj A /\ R(ui, ... un, ;)

0<i<j<m 0<i<m

Lemma 2.4 also ensures that the quantifier 3% is equivalent with saying “there
are infinitely, but not 2% many”. Hence, by Proposition 2.2, R,, is w-regular. 0O

We now want to prove the corresponding result for modulo quantifiers. As
above, let R C (I'“)"*! be w-automatic and let 0 < t < k > 2. Because of
Proposition 2.5, we can assume that for all uq,...,u, € ['“, there are only
finitely many v € I' with (uq,...,un,v) € R.

For the following, it is convenient to write X = I'™ and consider R as an
w-automatic subset of X x I'“. Since the convolution of R is w-regular, it can
be accepted by some deterministic Muller-automaton M = (Q, X x I',d,t, F)
(see e.g. [18] for details concerning Muller automata). Now consider the alphabet
A= YxI'x{0,...,k—1}¥x{0,1}?. Then one can construct a Biichi-automaton
M’ over A that accepts an w-word (a;, b;, fi, gi)i>0 € A% if and only if we have
for all ¢ > 0 and all p € Q:

(1) filp) = Hw e I' | |w| = i,0(¢,a0a1 - a;—1 @ w) = p} mod k (ie., f(p)
is the number of possible partners modulo & that allow ag---a;_1 to move
from the initial state of M into p)

(2) gi(p) = 1 if and only if the w-word a;a;+1 -+ ® b;b;y1 -+ has an accepting
run in M from the state p.

To ensure condition (1), one actually constructs an automaton that counts the
number of runs from ¢ to p whose label is of the form aga; - - - a;_1 ® w for some
word w. Since the automaton M is deterministic, this number equals the number
of partners as desired.

Note that for any v € X* and v € I'“, there is precisely one w-word x €
L(M’) whose projection m(x) onto (X x I')¥ equals u ® v.

Lemma 2.6. Letu € X% andv € I'Y, and let x = (a;, by, fiy Gi)icw € A be the
unique w-word with w(x) = u®wv. There is i € N such that for all j > i, we have

S 5P Ip€Quyp) =1} = [fwe ¥ |w~o,(uw) € R} mod k. (1)



Note that by our assumption on R, the set {w € I'¥ | w ~ v, (u,w) € R} is
always finite, hence the expression makes sense. The lemma thus says that the
sum on the left is eventually fix and gives the number of possible parters w of u
that are ultimately equal to v. From the Biichi-automaton M’, we can build
a new Biichi-automaton M/ (for 0 < s < k) over A that checks whether the
sum on the left in (1) is eventually fix and equal s. Let M, be the projection
of the automaton M, to the alphabet X' x I'. Then My accepts u ® v if and
only if, modulo &, there are s many w-words w ultimately equal to v such that
(u,w) € R.

Since R is w-automatic, there is a Biuichi-automaton with, say, m states ac-
cepting the convolution of R. Let u = (uq,...,u,) € X¥. Since, by our assump-
tion on R, the set {v € I'“ | (u,v) € R} is finite, there are r < m many w-words
v1,..., 0, in this set that are mutually not ultimately equal (Lemma 2.4). Thus,
we have 3R g, o - R(uy,...,Upn,Tpy1) if and only if there exist 7 < m, mu-
tually not ultimately equal words vq,...,v, € X*, and integers 0 < t; < k for
1 <4 < r such that

1. R(ug, ... up,v;) for 1 <i<r,

2. for any v € X* with R(uq,...,u,,v), there exists ¢ with v ~ v;,
3.t=>"_;timodkand uy ® -+ Qu, ®v; € Ly,(My,) for 1 <i <.

Since m is a constant depending on R, only, these conditions can be expressed in
first-order logic. Hence Proposition 2.2 implies that {(uy,...,u,) | 3P a, -
R(u1, ... Up, Tnt1)} i w-automatic. Thus, we showed:

Proposition 2.7. Let the relation R C (I'*)"*! be w-automatic and let 0 < t <
k > 2. Then the relation {(uy,...,un) | A= Iz, 1 Rlut, ... U, i)}
is effectively w-automatic.

Together with Propositions 2.2 and 2.5, we obtain:

Theorem 2.8. Let A be an w-automatic structure and let C be an at most
countably infinite set of cardinals. Then the FO(3, (3%),.cc, 3" )o<icr1)-
theory of A is decidable.

Proof. Lemma 2.4 implies that a formula of the form F*z ¢ with Ry < » <
2% can never be true in A. Hence, the theory in question can be reduced to
the FO(EI°°,EIN°,E|2&O, (El(t’k))ggt<k>1)—theory of A. Since emptiness of Biichi-
automata is decidable, the result follows from Propositions 2.2, 2.5, and 2.7. O

3 w-automatic structures of bounded degree and
complexity of theories

As first observed in [4], there are automatic structures with a non-elementary
first-order theory. Our aim in this section is to single out a class of w-automatic
structures such that the FO(3%°, 3N, EIQRO, (3®F)) o<t <k>1)-theory is elementar-
ily decidable. In doing so, we will find that even more general quantifiers give rise
to elementarily decidable theories provided we constrain ourselves to structures
of bounded degree.



3.1 Definitions and known results

Structures of bounded degree. Let A be a 7-structure with universe A. The
Gaifman-graph G 4 of the structure A is the following undirected graph:

Ga=A{(a,b) e AxA|FReT(c1,...,Cnp) € RTj k1 cj =a #b=cr}).

Thus, the set of nodes is the universe of A and there is an edge between two
elements, if and only if they are contained in some tuple belonging to one of the
relations of A. The structure A is locally finite, if every node of the Gaifman-
graph G4 has only finitely many neighbors. It has bounded degree, if its Gaifman-
graph G 4 has bounded degree, i.e., there exists a constant d such that every
a € A is adjacent to at most d other nodes in G 4.

In contrast to the general case, if the degree of the automatic structure A is
bounded, an elementary upper bound for the first-order theory of A is due to
the second author (we define exp(1,n) = 2" and exp(k 4 1,n) = 29xP(k:n));

Theorem 3.1 ([16]). If A is an automatic structure of bounded degree, then
the FO-theory of A can be decided in SPACE(exp(3,0(n))) and there is such a
structure for which SPACE(exp(2,0(n))) is a lower bound.

This result was not known to apply to more general quantifiers nor to w-
automatic structures. An important tool in the proof of Theorem 3.1 as well as
in our extension, is the concept of a sphere that we introduce next.

With d4(a,b), where a,b € A, we denote the distance between a and b
in G4, i.e., it is the length of a shortest path connecting a and b in G 4. For
a € A and r > 0 we denote with Sa(r,a) = {b € A | da(a,b) < r} the r-sphere
around a. If a = (ay,...,a,) € A™ is a tuple, then Sa(r,a) = U, Sa(r,a;).
The neighborhood N 4(r,a) = AlSA(r,a) of radius r around a is the substructure
of A induced by S4(r,a).

Generalized quantifiers and locality. Let us fix a relational signature 7.
In this section, we will consider the logic £(Q,,). Formulas of the logic £(Q,,)
are built from atomic formulas of the form R(z1,...,2,,), where R € 7 is a
relational symbol and z1, ..., %y, are first-order variables ranging over the uni-
verse of the underlying structure, using boolean connectives and quantifications
of the form Qcy : (V1(Z,y),...,Yn(Z,y)). Here, ¥;(Z,y) is already a formula
of £(Q,), T is a sequence of variables, and C is an n-ary relation over cardi-
nals, i.e., C = {(54,1,...,2n) | t € J, 5, ; is a cardinal} for some index set J.
To define the semantics of the Qc-quantifier, let A be a 7-structure with uni-
verse A and let @ be a tuple of values from A of the same length as . Then
AE Qcy : (Y1(4,y),...,¥n(4,y)) if and only if (3¢,...,30,) € C, where s; is
the cardinality of the set {a € A | A = 9;(4,a)}. In the above situation, we
call the quantifier Q¢ also an n-dimensional counting quantifier. The quantifier
rank qfr(p) of a formula ¢ is the maximal number of nested quantifiers of ¢. The
logic £(Q,,) is a finitary fragment of the logic Lo, (Qy)* from [10], which allows
infinite conjunctions and disjunctions but restricts to finite quantifier rank.



Let us consider some examples for generalized quantifiers. The ordinary ex-
istential quantifier Jy : ¢(Z,y) is equivalent to Qcy : ¢(Z,y), where C is the
class of all non-zero cardinals. Similarly, we can obtain the counting quanti-
fier Cxy : ¢(Z,y) for K some class of cardinals (“the number of y satisfying
©(Z,y) belongs to K”). Well-known special cases of the latter quantifier are the
quantifiers 3°°, 3%, and 39 from the Section 2. All these counting quantifiers
are one-dimensional. A well-known two-dimensional counting quantifier is the
Hartig quantifier Iy : (¥1(Z,y),¥2(Z,y)) (“the number of y satisfying ¥1(Z,y)
equals the number of y satisfying ¥2(Z,y)”). For this we have to choose for C
the identity relation on cardinals.

For a class C, where every C € C is a relation on cardinals, FO(C) denotes
those formulas of £(Q,) that only use quantifiers of the form Q¢ with C € C
along with the existential quantifier 3. For a singleton class C = {C} we also
write FO(C) instead of FO(C).

We will make use of the following locality principle for the logic £(Q,,):

Theorem 3.2 ([10]). Let A be a locally finite structure, let p(z1,...,zx) be an
L(Qu)-formula of quantifier rank at most d, and let a,b € A be k-tuples with
(Na(2¢,a),a) = (Na(2¢,0),b).5 Then A |= @(a) if and only if A |= ¢(b).

Proof. Keisler and Lotfallah [10] proved this statement for locally finite count-
able structures. As an intermediate step, they considered an infinitary logic with
counting quantifiers C4 with A = {0,1,2,...,n} for some n € N. Considering,
instead, counting quantifiers C4 with A = {\ | A < 3¢} for s a cardinal, one
obtains the above general theorem (which does not restrict to countable struc-
tures) without any further modifications of [10]. O

3.2 Complexity of the £(Q,,)-theory

In Section 3.4 we will show that there exists a locally finite automatic structure A
and a recursive set K C N such that the FO(C)-theory of A is undecidable. To
obtain a decidability result, we therefore consider an w-automatic structure A
of bounded degree. We will consider the FO(C)-theory of A, where every C € C
is a relation over cardinals. Furthermore, we make the following assumptions:

(1) (I,L,id) is an w-automatic presentation for A, i.e., in particular L is the
universe of A.

(2) 0 € Nis a bound for the degrees of the nodes in the Gaifman graph G 4.

(3) For every 0 < n < ¢ the signature 7 contains a unary predicate deg, with
A |= deg,(u) if and only if the degree of u in the Gaifman-graph G4 is
exactly n.

(4) C is a countable set of relations on N U {Rg, 2%0}.

® This means that there exists an isomorphism f : NA(Qd,c:z) — N4(2% b) mapping
for every 1 < i < k the i-th entry of a to the i-th entry of b.



Clearly, neither (1) nor (2) imposes restrictions on (the isomorphism type of) A.
Since the set of nodes w of degree n is first-order definable, it is w-regular.
Hence we can assume it to be among the relations of .A. Thus, (3) is no essential
restriction. Finally, consider (4). If C allows more than countably many relations,
then it does not make sense to ask for the decidability of the FO(C)-theory of A
since it is uncountable. Furthermore, one can show that even without restricting
to relations over N U {R¢,2%0}, the size of any definable set belongs to N U
{Rg, 2%}, Hence we can safely assume (4).

We will prove that under the above four restrictions, the FO(C)-theory of A
can be reduced in triply exponential space to the relations in C. For this, we need
the following concept: A pair (B,b) is a potential (D, k)-sphere (for D, k € N) if
the following holds:

— B is a finite 7-structure whose Gaifman-graph has degree at most §,

b is a k-tuple of elements from B,

— Np(2P,b) = B, i.e., every element of B has distance at most 2° from some

entry of the tuple b,

for any y € Sp(2P —1,b), we have B |= deg,, (y) if and only if n is the degree

of y in the Gaifman-graph of B, and

— for any y € B\ Sp(2P — 1,b) there is a unique 0 < n < § such that B |=
deg,, (y) and the degree of y in the Gaifman-graph of B is at most n.

Thus, a potential (D, k)-sphere is a candidate for a 2”-sphere around some k-
tuple in the structure A.

Let {b1,ba,...,b,} be the universe of B with b = (b1, ...,b;) (k < n). Since
b is not necessarily repetition-free, we may have b; = bj fori # jin case i,j < k,

but we may assume that bgyq,...,b, are pairwise different and different from
b1,...,b;. We define QD(B’B)(I'l, cesT) = Tpq1 - Ty 2 Y(21,. .., Tp), Where
¥(zx1,...,x,) is the conjunction of the following formulas:

— Xy =Ty ifbi:bj andxi;ﬁxj lsz?ébj

— R(wiy, @iy -y x4,) if (biy,biy, ..., b; ) € R for R € 7 with m = ng and
iyeeyim € {1,... 0}

— R(Xiy, Tigy ooy 4, ) if (biyy biny ..., bi, ) & R for R € 7 with m = ngi and
i1,...,im€{1,...,n}.

Lemma 3.3. There erists a constant ¢ € N such that for any potential (D, k)-
sphere (B,b), the existential FO-formula ¢ g 3 has size at most exp(2,c(D+k)).
For any k-tuple u € L*, we have: A |= ey (@) & (Na2P,a),a) = (B, b).

Lemma 3.4. There are functions # : N> = N and @ : N> — FO such that

1. #(D,k) is computable in space exp(2,0(D + k)) and P(D,k,i) in space
exp(2,0(D + k)) + log()

2. for any D,k € N, #(D, k) is the number of potential (D, k)-spheres,

3. for any D,k,i € N, there exists a potential (D,k)-sphere B(D,k,i) with
QOB(DJc,i) = @(D,k,i), and
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4. for any D,k € N and any potential (D, k)-sphere (B,b), there exists 1 < i <
#(D7 k) with CP(B,E) = @(Da k’ 7’)

Note that B(D, k,1),...,B(D,k,#(D, k)) enumerates the isomorphism types
of potential (D, k)-spheres for any D,k € N.

In the following we identify a tuple @ = (ug,...,ur) with its convolution
U @ U2 @ -+ - ® ug. We write k = |u| for the length of the tuple a.

Lemma 3.5. The following can be computed in space exp(3,0(D +k)) +1log(i):

INPUT: D,k,i € N

QUTPUT: a k-dimensional Biichi-automaton M of size exp(3,0(D + k)) with
LW(M) = {ﬁ | (NA(2D777')7&) = B(D, k, Z)}

Let us fix a function s(D + k) € exp(3,0(D + k)) bounding the space in
Lemma 3.5. For a word u € X%, its norm A(u) is A(u) = inf{|vw| | v = vw*},
with AM(u) = oo if u is not ultimately periodic, i.e., not of the form vw* for
some v, w € X*. Let UP denote the class of all ultimately periodic w-words over
some alphabet. In the algorithms below, we will often handle w-words u € UP
that can be given as a pair (v,w) with v = vw* and |vw| = A(w). Note that
if M is a Biichi-automaton with n states and L, (M) # 0, then we find an
w-word u € L,(M) such that A(u) < 2n. Note that for @ = (u1,...,ur) we
have A(7) = AMur @ ug -+ @ ug) < [[;<icp A(u;). Since we can build a (k + 1)-
dimensional Biichi-automaton with A\(7) many states that accepts the language
7 ® X%, the product construction for Biichi-automata and Lemma 3.5 gives:

Lemma 3.6. The following can be computed in space 3-s(D+k+1)-A(@)+log(7)
if k= |a| > 0 and in space s(D + 1) +log(¢) if k = |u| = 0:
INPUT: D,k,i € N and @ € L* N UP
OUTPUT: a (k + 1)-dimensional Bichi-automaton M with L,(M) = {aw €
LEFL | (N 4(2P, aw), aw) = B(D, k +1,4)}.
Moreover, if L, (M) # 0, then we can compute within the same space bound a
word w € L NUP with uw € L,(M) and
Aw) < {6-3(D+k+1)-)\(u) k>0
2-s(D+1) if k=0. (%)
Now comnsider the following two algorithms size and check. The algorithm

size shall return the number of words v € X with A |= ¢(@v). The algorithm
check shall check whether A = ¢(a).

1 check(o(Z),a): {0,1}

2 (¢(z) formula with |4| = |Z| many free variables,
3 @ tuple of ultimately periodic words from L)

4 case ¢ = R(T)

5 if @ € R then return(1) else return(0) endif

6 case ¢ = 1 N\ 2

7 return(check(y1, @) A check(ps, @))
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8 case p = —p;

9 return(—check(y1,))

10 case p = Qcy: (V1(Z,y), ..., ¥n(Z,y))

11 for i=1 to n do

12 s, = size(y;, 0)

13 endfor

14 if (5r1,...,56,) € C then return(1) else return(0) endif
1 size(p, 1) : NU{Rg, 2%}

2 (p formula with |a@| + 1 many free variables,

3 @ tuple of ultimately periodic words from L)

4 D := qfr(y); » = 0;

5 for i :=1to #(D,|u|+1) do

6 calculate an || 4+ 1-dimensional Biichi-automaton M with

Ly(M) = {aw € LI | (NA(2P, aw), uw) = B(D, [a| +1,i)}
7 if L,(M) # () then

8 choose w € X* with aw € L,(M) and A(w) <2-s(D+1)
9 if |u] =0 and Mw) <6-s(D + |a] + 1) - \(@) otherwise

10 if check(p, tw) then

11 =3+ |L,(M)|

12 endif

13 endif

14 endfor

15 return(sc)

Let us first verify the correctness of these algorithms. If size behaves as
intended, the correctness of check is rather obvious. We now discuss size. By
Lemma 3.4, line 5 iterates over all potential (D, |a| 4+ 1)-spheres. Since D =
qfr(p), there ezxists a tuple aw € L, (M) with A E p(aw) if and only if A |
w(av) for all uv € L,(M) by Theorem 3.2, where M is the Biichi-automaton
calculated in line 6. Therefore, we select in line 8,9 a “short” tuple aw € L, (M)
and check in line 10 whether A = ¢(@w) using algorithm check. If this is true,
then we add to the current s the size of the language L, (M), which can be
calculated by Lemma 2.4 in polynomial space wrt. the size of M.

Next we discuss the space complexity of a call check(v,e) (where ¢ is the
empty tuple) for a sentence v of quantifier rank Dy. Note that when we call
size with parameters ¢ and @, then qfr(¢) + || + 1 < Dgy. Thus, the Biichi-
automaton M in line 6 can be calculated in space 3 - s(D + |a| + 1) - AM(a) <
3-5(Dg) - A(u) by Lemma 3.6 (since i < #(D, |a] + 1) € exp(3,0(Dy)), we can
forget the summand log(i)) and also the bound 2 - s(D + 1) < 2 s(Dy) (resp.
6-s(D+ua|+1)-Ma) <6-s(Dg)-A(@)) in line 8,9 for the w-word w follows from

Lemma 3.6. Assume that (uj,us,...,up,) is the tuple of ultimately periodic
w-words calculated by the algorithm. If we set ux = (ug,us,...,ux), then we
obtain:
Aay) < 2-s(Dy) (by (%) in Lemma 3.6)
Mg 41) < Aag) - Mugg1) < 6 - 5(Do) - Aug)?
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From this, we obtain by induction A(u) < 92" . 62" 1 -8(D0)2k_1. Since s(Dy) €
exp(3,0(Dy)) and k < Dy, it follows A(ax) € exp(3,0(Dy)). Hence, each of
the Biichi-automata M in line 6 can be constructed in triply-exponential space.
Since the recursion depth of the overall algorithm is bounded by the size of
the input formula and for each recursive call only a triply exponential amount
of information has to be stored, the whole algorithm can be executed in space
triply exponential in the size of the input formula. Thus, we proved:

Theorem 3.7. Let C = {C; | i € N} be a countable set of relations on N U
{Rg, 2%}, Let A be an w-automatic structure of bounded degree. Then the FO(C)-
theory of A can be decided in triply exponential space by a Turing machine with
oracle {(i,¢) | i € N,¢ € C;}.

3.3 Expressiveness of the logic £(Q,,)

Let A be some structure of bounded degree and let ¢(Z) be an £(Q,)-formula
with k free variables of quantifier depth d. We want to show that there exists an
equivalent first-order formula (). For this, we can first extend the signature
of A by the first-order definable relations deg,, in order to ensure assumptions
(2) and (3) from page 9. Now let # and & be the functions from Lemma 3.4 and
set

T={i|1<i<#(dk),AE=VE: (P(d ki) — @)}

and 1 = \/,c; P(d, k,i). Then Lemmas 3.3 and 3.4 together with Theorem 3.2
imply A = VZ(¢ <> ). This proves:

Corollary 3.8. Let A be a T-structure of bounded degree, and let p(z) € L(Qy).
There exists a formula ¥(Z) € FO such that A |=VZ(p < ).

The above proof is not effective since it does not give a way to compute
the set I effectively. For w-automatic structures A of bounded degree, the sit-
uation changes since it can be decided in elementary space as to whether a; =
Vz(P(d, k,i) — ) holds in A:

Corollary 3.9. Let C = {C; | i € N} be a countable set of relations on N U
{Rg, 2%}, Let A be an w-automatic structure of bounded degree. For any () €
FO(C), one can construct in elementary space (modulo C) a formula ¢(z) € FO
and a |Z|-dimensional Biichi-automaton M such that for any @ € LI*:

A=) — AE¢(u) < ueL,(M).

Recall that by Propositions 2.2, 2.5, and 2.7, any relation definable in FO
extended by modulo- and cardinality-quantifiers is effectively w-automatic. A
similar statement can be found in Corollary 3.9. Also Theorems 2.8 and 3.7 are
similar in as far as they state the decidability of some theories. But the proof
strategies are different: while Theorem 2.8 was derived from Propositions 2.2, 2.5,
and 2.7, the corresponding statement Theorem 3.7 was used to prove Corol-
lary 3.9.
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3.4 Optimality

The main results concerning the powerful logic £(Q,,) deal with structures sat-
isfying two assumptions: they are w-automatic and of bounded degree. In this
section, we show that the two assumptions we made cannot be relaxed. First, it
is shown that relaxing “w-automatic” to “recursive” makes the results fail:

Theorem 3.10. There exists a recursive structure A of bounded degree such that
the FO-theory of A is decidable and the FO(3%°)-theory of A is undecidable.

Proof. Let L C {0,1}* be a recursively enumerable, but not recursive set and
let M be a Turing machine that, on input of w € {0,1}*, eventually stops if
and only if w € L. Let f(w) € NU{w} denote the number of steps M performs
on input w. The structure A consists of f(w) many copies of the word >w< for
any w € {0,1}* (seen as labeled finite successor structures), i.e., A is a labeled
directed graph whose degree is bounded by 2. Then in FO(3°°), we can express
that M does not stop on input w, hence this theory is undecidable. Gaifman’s
theorem, on the other hand, yields that the FO-theory is decidable. a

By choosing a more complicated but still recursive counting quantifier, we
can show that Theorem 3.7 even fails for locally finite automatic structures.

Theorem 3.11. There is a recursive set K C N and a locally finite automatic
structure A such that the FO(Ck)-theory of A is undecidable.

Proof. We start with the structure (N, +1) and attach, to any element n € N,
additional n nodes via a relation t. The resulting structure A is automatic.
Let aq,a9,as,... be a recursive enumeration of the non-recursive set A C N
and let K denote the recursive set {a; + ---+ a; | i > 1}. Let px(x) be the
formula Cxy : t(x,y). Then m € A if and only if there exists y satisfying

ex (W) Aoy +m) AN cpem Pr (Y + k). O

4 An open problem

In view of Theorems 2.8 and 3.11 it might be an interesting problem to char-
acterize those subsets K C N such that for every (w-)automatic structure (not
necessarily of bounded degree), the FO(Ck )-theory of A is decidable. Note that
by Theorem 2.8, this is true for every semi-linear set K. Since (N, <) is automatic
and since x € K can be expressed as Cky : y < x, the set K has to be decid-
able. As observed by an of the referees, even the monadic second order theory
of (N, <, K) has to be decidable since it can be reduced to the FO(Ck)-theory
of the w-automatic structure ({0,1}°°, <). Furthermore, K cannot be the range
of any non-linear polynomial over N [5] nor can it be k-recognizable (for some
k) but not semi-linear [2].
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