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Abstract. We study the computional power of restarting transducers,
a recently introduced model for computing binary (word) relations. We
show that the classes of relations defined by these machines are incom-
parable to the most common ones. Further, a restricted version, the
so-called monotone restarting transducer, yield a class of relations that
is almost equivalent to the pushdown relations.

1 Introduction

Restarting automata [7] were invented to model the so-called “analysis by re-
duction”. Simply, this linguistic technique is a method to verify the (syntactical)
correctness of a given sentence by a stepwise simplification, under the condi-
tion that every step preserves the correctness or incorrectness of the sentence
processed. From a linguistic point of view, the verification of correctness (or
incorrectness) is not the only goal of performing analysis by reduction, as it is
also a useful tool to gain deeper information on the structure of sentences of
natural languages, such as word dependency information [9] and morphological
ambiguities [10]. Therefore, we are interested in transductions and in ways to
compute them by restarting automata.

Several new computational models for realizing transductions, based on
restarting automata, have been introduced in recent years. For instance, there
are special types of restarting automata that are enhanced to produce tree struc-
tures that mirror dependency trees of sentences of natural languages (see e.g.,
[11]), or parallel communicating systems of restarting automata that realize bi-
nary relations [6].

Here we continue a more classical approach by investigating the compu-
tational power of restarting automata, extended by the capability to produce
strings. These machines are called restarting transducers and were first intro-
duced in [5]. There it was shown that the relations defined by types of restricted
restarting transducers form a hierarchy inside the well-known class of rational
relations.

? This extended abstract reports on results contained in [4].
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2 Definitions and General Observations

A restarting transducer (RRWW-Td for short) consists of a finite-state control,
a flexible tape with end markers, a read/write window of a fixed size working on
that tape and a write-only oneway output tape. Formally, a restarting transducer
is defined as a 9-tuple T = (Q,Σ,∆, Γ, c| , $, q0, k, δ) where Q is the finite set of
states, Σ and Γ are the finite input and tape alphabet, ∆ is the finite output
alphabet, c| , $ /∈ Γ are the markers for the left and right border of the tape,
q0 ∈ Q is the initial state, k ≥ 1 is the size of the read/write window, and δ is
the transition function.

Such a device works in cycles. In each cycle it moves the head right across the
tape and at some point it performs a single rewrite operation that shortens the
tape contents. Every cycle ends with a restart operation that forces the trans-
ducer to reset the internal state to the initial one and output a word over ∆.
After a finite number of cycles, it halts and accepts (or rejects) while also pro-
ducing some symbols. Thus, a binary relation Rel(T ) ⊆ Σ∗×∆∗ is defined that
consists of all pairs of words (u, v) for which there is an accepting computation
started on u and finished with v on the output tape.

Obviously, the relations computed by restarting transducers are
length-bounded: There is a constant c, such that for each pair (u, v) (u 6= ε)
in the relation, |v| ≤ c · |u|. This is for the reason that in every cycle the tape
content has to be shortened while only a finite number of output symbols can
be produced. Furthermore, we can show that for each recursively enumerable
language L, there is a deterministic restarting transducer T such that L is the
output language of T .

The latter immediately yields incomparability results to the most common
classes of relations, the rational and pushdown relations (see e.g., [2, 3]).

3 Monotone Restarting Transducers

We turn to a more restricted type of restarting transducer by introducing the
notion of monotonicity, known from the underlying automaton (see e.g., [8]).
Informally, a restarting transducer is called monotone if in each of its compu-
tations that starts from an initial configuration, the distance between the right
border and the rewrite position is never increased.

We show that the relations computed by transducers of this type are included
in the pushdown relations. To establish this result we make use of the concept of
input/output-relations associated to restarting automata (see [6]). Furthermore,
by using a grammar-based characterization of the pushdown relations (see e.g.,
[1]) we derive an equivalence to a special subclass, the length-bounded pushdown
relations.

References

1. A. V. Aho and J. D. Ullman. Properties of Syntax Directed Translations. J.
Comput. Syst. Sci., 3(3):319–334, 1969.



On Restarting Transducers 19

2. J. Berstel. Transductions and Context-Free Languages. Leitfäden der angewandten
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