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Abstract. Pseudo-repetitions are a natural generalization of the clas-
sical notion of repetitions in sequences: they are the repeated concate-
nation of a word and its encoding under a certain morphism or anti-
morphism. We approach the problem of deciding whether there exists an
anti-/morphism for which a word is a pseudo-repetition. In other words,
we try to discover whether a word has a hidden repetitive structure. We
show that some variants of this problem are efficiently solvable, while
some others are NP-complete. This manuscript is an abstract of [3].
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1 Definitions

Let V be a finite alphabet. We denote by V ∗ the set of all words over V and
by V k the set of all words of length k. The length of a word w ∈ V ∗ is denoted
by |w|. The empty word is denoted by λ. Moreover, we denote by alph(w) the
alphabet of all letters that occur in w. In the problems discussed in this paper
we are given as input a word w of length n and we assume that the letters of w
are in fact integers from {1, . . . , n} and w is seen as a sequence of integers. This
is a common assumption in algorithmic on words (see, e.g., [4]).

A word u is a factor of a word v if v = xuy, for some x, y; also, u is a prefix
of v if x = λ and a suffix of v if y = λ. We denote by w[i] the symbol at position
i in w and by w[i..j] the factor w[i]w[i + 1] . . . w[j] of w starting at position i
and ending at position j. For simplicity, we assume that w[i..j] = λ if i > j. A
word u occurs in w at position i if u is a prefix of w[i..|w|]. The powers of a word
w are defined recursively by w0 = λ and wn = wwn−1 for n ≥ 1. If w cannot be
expressed as a power of another word, then w is primitive. If w = un with n ≥ 2
and u primitive, then u is called the primitive root of w. A period of a word w
over V is a positive integer p such that w[i] = w[j] for all i and j with i ≡ j
(mod p). By per(w) we denote the smallest period of w.

A function f : V ∗ → V ∗ is a morphism if f(xy) = f(x)f(y) for all x, y ∈ V ∗;
f is an antimorphism if f(xy) = f(y)f(x) for all x, y ∈ V ∗. Note that to define
an anti-/morphism it is enough to give the definitions of f(a), for all a ∈ V .
We say that f is uniform if there exists a number k with f(a) ∈ V k, for all
a ∈ V ; if k = 1 then f is called literal. If f(a) = λ for some a ∈ V , then f is
called erasing, otherwise non-erasing. The vector Tf of |V | natural numbers with
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Tf [a] = |f(a)| is called the length-type of the anti-/morphism f in the following.
If V = {a1, . . . , an}, T is a vector of n natural numbers T [a1], . . . , T [an], and
x = b1 · · · bk with bi ∈ V for all i, we denote by T (x) =

∑
i≤k T [bi], the length

of the image of x under any anti-/morphism of length type T defined on V .
We say that a word w is an f -repetition, or, alternatively, an f -power, if w

is in t{t, f(t)}+, for some prefix t of w; for simplicity, if w ∈ t{t, f(t)}+ then w
is called an f -power of root t. If w is not an f -power, then w is f -primitive.

For example, the word abcaab is primitive from the classical point of view
(i.e., 1-primitive, where 1 is the identical morphism) as well as f -primitive, for
the morphism f defined by f(a) = b, f(b) = a and f(c) = c. However, when
considering the morphism f(a) = c, f(b) = a and f(c) = b, we get that abcaab
is the concatenation of ab, ca = f(ab), and ab, thus, being an f -repetition.

2 Overview

In [2], an efficient solution for the problem of deciding, given a word w and an
anti-/morphism f , whether w is an f -repetition was given. Here we approach a
more challenging problem. Namely, we are interested in deciding whether there
exists an anti-/morphism f for which a given word w is an f -repetition. Basically,
we check whether a given word has an intrinsic (yet hidden) repetitive structure.
Note that in the case approached in [2] the main difficulty was to find a prefix x
of w such that w ∈ x{x, f(x)}∗. The case we discuss here seems more involved:
not only we need to find two factors x and y such that w ∈ x{x, y}∗, i.e., a
suitable decompositions of w, but we also have to decide the existence of an
anti-/morphism f with f(x) = y. The problem is defined in the following.

Problem 1. Given w ∈ V +, decide whether there exists an anti-/morphism f :
V ∗ → V ∗ and a prefix t of w such that w ∈ t{t, f(t)}+.

The unrestricted version of the problem is, however, trivial. We can always
give a positive answer for input words of length greater than 2. It is enough to
take the (non-erasing) anti-/morphism f that maps the first letter of w, namely
w[1], to w[2..n], where n = |w|. Clearly, w = w[1]f(w[1]), so w is indeed an
f -repetition. When the input word has length 1 or 0, the answer is negative.

On the other hand, when we add a series of simple restrictions to the initial
statement, the problem becomes more interesting. The restrictions we define
are of two types: either we restrict the desired form of f , and try to find anti-
/morphisms of given length type, or we restrict the repetitive structure of w by
requiring that it consists in at least three repeating factors or that the root of
the pseudo-repetition has length at least 2.

In the first case, when the input consists both in the word w and the length
type of the anti-/morphism we are trying to find, we obtain a series of polynomial
time solutions for Problem 1. More precisely, in the most general case we can de-
cide whether there exists an anti-/morphism f such that w is an f -repetition in
O(n(log n)2) time. Note that deciding whether a word is an f -repetition when f
is known took only O(n log n) time [2]. When we search for an uniform morphism
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we solve the problem in optimal linear time time. This matches the complex-
ity of deciding, for a given uniform anti-/morphism f , whether a given word
is an f -repetition, obtained in [2]. This result covers also the case of literal
anti-/morphism, extensively approached in the literature (see, e.g., [1, 5]). Our
solutions are based both on combinatorial results regarding the structure of
pseudo-repetitions and on the usage of efficient data-structures.

For the second kind of restrictions, the length type of f is no longer given. In
this case, we want to check, for instance, whether there exist a prefix t and an
anti-/morphism f such that w is an f -repetition that consists in the concatena-
tion of at least 3 factors t or f(t). The most general case as well as the case when
we add the supplementary restriction that f is non-erasing are NP-complete; the
case when f is uniform (but of unknown length type) is tractable. The prob-
lem of checking whether there exists a prefix t, with |t| ≥ 2, and a non-erasing
anti-/morphism f such that w ∈ t{t, f(t)}+ is also NP-complete; this problem
becomes tractable for erasing or uniform anti-/morphisms.

Our two main theorems are:

Theorem 2. Given a word w and a vector T of |V | numbers, we decide whether
there exists an anti-/morphism f of length type T such that w ∈ t{t, f(t)}+ in
O(n(log n)2) time. If T defines uniform anti-/morphisms we need O(n) time.

Theorem 3. For a word w ∈ V +, deciding the existence of an anti-/morphism
f : V ∗ → V ∗ and a prefix t of w such that w ∈ t{t, f(t)}+ with |t| ≥ 2 (re-
spectively, w ∈ t{t, f(t)}{t, f(t)}+) is solvable in linear time (respectively, NP-
complete) in the general case, is NP-complete for f non-erasing, and is solvable
in O(n2) time for f uniform.
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