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Abstract. A valence automaton over a monoid M is a finite automaton
in which each edge carries an input word and an element of M. A word is
then accepted if there is a run that spells the word such that the product
of the monoid elements is the identity.

By choosing suitable monoids M, one can obtain various kinds of au-
tomata with storage as special valence automata. Examples include push-
down automata, blind multicounter automata, and partially blind mul-
ticounter automata. Therefore, valence automata offer a framework to
generalize results on such automata with storage.

This talk will present recent advances in this direction. The addressed
questions include: For which monoids do we have a Parikh’s Theorem
(as for pushdown automata)? For which monoids can we avoid silent
transitions?

Let M be a monoid. We define a valence automaton over M to be a tuple
A= (Q,X,M, E, qy,F), in which @ is a finite set of states, X is an alphabet,
ECQxX*xMx(Q is is a finite set of edges, qo € @ is the initial state, and
F C @ is the set of final states.

A triple (¢g,m,w) € @ x M x X* is called a configuration. For configura-
tions (g, m,w), (¢',m',w'), we write (¢, m,w) =4 (¢',m',w’) if there is an edge
(¢,u,n,q") € E such that w’ = wu and m’ = mn. An edge (¢, w,m,q’) is called
a silent transition (or A-transition) if w = A. The language accepted by A is then
defined as

L(A)={we X" |3qg€ F:(q,1,\) =% (¢,1,w)}.

In other words, a word is accepted by A if there is a computation that reads
the word and the product of the monoid elements on the edges is the identity.
The class of languages accepted by valence automata over M will be denoted
by VA(M). If we forbid silent transitions, the corresponding language class is
denoted VAT (M).

For many types of automata with storage, there is a monoid M such that
valence automata behave like automata of the corresponding type. This is the
case, for example, for pushdown automata, blind counter automata, partially blind
counter automata, and Turing machines. For details on which monoids lead to
these automata types, we refer the reader to [8].
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Thus, valence automata allow us to ask how the structure of the storage
mechanism influences the expressive power and decidability properties of au-
tomata: We can study for which monoids classical results about automata with
storage still hold. This talk will present recent advances in this direction. The
discussed questions include:

— For which monoids M does VA(M) contain only languages with semilinear
Parikh image?

— For which monoids M do we have VA(M) C CF?

— For which monoids M can we eliminate A-transitions, that is, when does
VA(M) = VAT(M)?

— Which language classes arise as VA(M)?

The results mentioned in the talk appeared in [7,8,1].

References

1. P. Buckheister and G. Zetzsche. Semilinearity and context-freeness of languages
accepted by valence automata, 2013. To appear in Proceedings of MFCS 2013. Full
version available at http://arxiv.org/abs/1306.3260.

2. H. Fernau and R. Stiebe. Sequential grammars and automata with valences. Theor.
Comput. Sci., 276(1-2):377-405, 2002.

3. M. Kambites. Formal languages and groups as memory. Communications in Algebra,
37:193-208, 2009.

4. V. Mitrana and R. Stiebe. Extended finite automata over groups. Discrete Applied
Mathematics, 108(3):287-300, 2001.

5. E. Render. Rational Monoid and Semigroup Automata. PhD thesis, University of
Manchester, 2010.

6. E. Render and M. Kambites. Rational subsets of polycyclic monoids and valence
automata. Information and Computation, 207(11):1329 — 1339, 2009.

7. G. Zetzsche. On the capabilities of grammars, automata, and transducers controlled
by monoids. In Proceedings of ICALP 2011, volume 6756 of LNCS, pages 222-233.
Springer Berlin Heidelberg, 2011.

8. G. Zetzsche. Silent transitions in automata with storage. In Proceedings of ICALP
20183, volume 7966 of LNCS, pages 434-445. Springer Berlin Heidelberg, 2013. Full
version available at http://arxiv.org/abs/1302.3798.



